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Bli en IT‑driftstekniker
Er du den folk spør om hjelp når PC‑en eller nettverket krangler? Liker du å finne løsninger og få
teknologi til å virke som den skal? Da kan IT‑driftsfaget være midt i blinken for deg!

Som IT‑driftstekniker har du en av de viktigste rollene i en moderne bedrift. Du er den som sørger
for at den digitale grunnmuren er solid, slik at alle andre kan gjøre jobben sin effektivt og trygt.

Hva gjør en IT‑driftstekniker?
• Holder hjulene i gang: Sørger for at bedriftens nettverk, servere og systemer er stabile og
tilgjengelige.

• Løserproblemer:Finnerog fikser tekniske feil, entendet er enbruker somtrengerhjelp eller
et større system som har sviktet.

• Sikrer data: Jobber med sikkerhet, installerer oppdateringer og tar sikkerhetskopier for å
beskytte bedriftenmot dataangrep og tap av data.

• Hjelper brukere: Veileder kolleger og kunder, og er ofte bedriftens første kontaktpunkt for
teknisk støtte.

• Installerer og konfigurerer: Setter opp nytt utstyr og programvare, fra PC‑er og printere til
servere og skytjenester.

Hvorfor velge IT‑driftsfaget?
• Helt avgjørende: Du blir en nøkkelperson som sørger for at alt det digitale i en bedrift fun‑
gerer som det skal.

• Praktisk og variert:Du får jobbemed konkrete utfordringer og se resultater av arbeidet ditt
hver dag.

• Ettertraktet: Dyktige fagfolk innen IT‑drift er svært etterspurt i alle bransjer.

Utdanningsløp
IT‑driftsfaget er et yrkesfaglig løp på videregående skole. Etter Vg2 går du ut i lære i en bedrift i to
år. Her får du verdifull praktisk erfaring samtidig som du får opplæring. Løpet avsluttes med en
fagprøve som gir deg fagbrev som IT‑driftsoperatør.

Komputor
Komputor er opplæringskontor og samarbeidsorgan for IT‑ og mediefagene.

Vi skal være samarbeidsorgan og kontaktperson for både lærebedrift og lærling hele veien fram til
fagprøven er bestått.

Fride Bae (daglig leder) 930 83 631 fride.bae@komputor.no
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Anskaffelser
Anskaffelser i IT‑drift er prosessen med å kjøpe, leie eller skaffe tilgang til maskinvare, program‑
vare, og skytjenester. En IT‑drifter er ofte involvert i spesifisering, evaluering og implementering av
utstyret.

God anskaffelsespraksis er nøkkelen til å unngå teknisk gjeld og sikre at IT‑infrastrukturen støtter
organisasjonens mål.

Anskaffelsesprosessen i IT‑drift
Anskaffelsesprosessen er sjelden en enkel kjøpsbeslutning, men en strukturert prosess som sikrer
best mulig verdi.

1. Behovsanalyse:
• Drifters rolle: Identifisere det faktiske tekniske behovet. Dette handler om å definere
funksjonelle krav (hva systemet skal gjøre) og ikke‑funksjonelle krav (ytelse, sikkerhet,
skalerbarhet og integrasjon med eksisterende systemer).

• Eksempel: Behovet er ikke “en ny server”, men “økt kapasitet for å håndtere 500 samti‑
dige VM‑er medminst 99.9% oppetid.”

2. Markedsundersøkelse og spesifikasjon:
• Undersøke markedet for å se hvilke produkter og leverandører som kanmøte kravene.
• Utarbeide detaljerte tekniske spesifikasjoner som danner grunnlaget for tilbudet.

3. Evaluering og utvelgelse:
• Vurdere innkomne tilbud. Vurderingen skal ikke bare fokusere på pris, men også på to‑
tale eierskapskostnader (TCO), leverandørens stabilitet, og etterlevelse av sikkerhets‑
standarder.

• TCO: Inkluderer kjøpspris, strømforbruk, vedlikehold, lisenser, og avhendingskostna‑
der over utstyrets levetid.

4. Kontraktsinngåelse og bestilling:
• Juridisk bindende avtale inngås. Driftsansvaret starter her.

5. Mottak og implementering:
• Verifisere at utstyret som er levert samsvarer med spesifikasjonene. Implementere og
dokumentere det nye utstyret i infrastrukturen.
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Juridiske og økonomiske hensyn
IT‑anskaffelser er regulert av lover og økonomiske prinsipper.

• Lov om offentlige anskaffelser (LOA): I offentlig sektor er det strenge regler for hvordan
innkjøp skal gjennomføres for å sikre likebehandling og konkurranse. IT‑driftere må kjenne
til terskelverdiene som avgjør om innkjøpet må ut på anbud.

• Lisensiering (Software Licensing): Dette er en av de største kostnadsdriverne og risikoene.
Driftere må sikre at all programvare er korrekt lisensiert (unngå brudd på etiske og juridiske
krav). Lisenser kan være:

– Per bruker: Basert på antall ansatte.
– Per kjerne/prosessor: Basert på maskinvarekapasiteten.
– Abonnement (Cloud): Betales månedlig eller årlig.

• Betalingsmodeller (Capex vs. Opex):
– Capex (Capital Expenditure): Engangsinvestering i fysisk utstyr (f.eks. kjøp av en ser‑
ver).

– Opex (Operational Expenditure): Løpende driftskostnader (f.eks. månedlig leie av
skytjenester). Skytjenester har flyttet mye av IT‑anskaffelsene fra Capex til Opex, noe
som gir mer fleksibilitet og mindre forpliktelse.

Bestilling av skytjenester
Bestilling av skytjenester (IaaS, PaaS, SaaS) krever andre vurderinger enn tradisjonellemaskinvare‑
innkjøp.

• SLA (Service Level Agreement): Kontraktsmessig avtale som garanterer et nivå av oppetid
(f.eks. 99.99%) og ytelse. Driftere må vurdere om SLA‑en oppfyller organisasjonens behov.

• Vendor Lock‑in: Vurdere risikoen ved å bli for avhengig av én leverandør. Hvis det blir for
dyrt å flytte data og tjenester (teknisk gjeld), er man “låst”.

• Utvidbarhet: Sikre at den bestilte skytjenesten kan skaleres og integreres med den eksiste‑
rende infrastrukturen (f.eks. Hybrid Cloud).

God anskaffelsespraksis er grunnlaget for en stabil og kostnadseffektiv IT‑drift.
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Arbeidsmiljø
Arbeidsmiljøloven definerer rammene for hvordan arbeid skal organiseres og utføres for å sikre et
fullt forsvarlig arbeidsmiljø. For en IT‑drifter innebærer dette ansvar for både det tekniske og det
menneskelige aspektet ved arbeidsplassen.

Fysisk arbeidsmiljø og ergonomi
Fysisk arbeidsmiljø handler omde konkrete omgivelsene den ansatte jobber i. I kontor‑ og IT‑roller
er ergonomi spesielt viktig for å forebygge belastningslidelser.

Ergonomi ved PC‑arbeid

Måletmed ergonomi er å tilpasse arbeidsplassen tilmennesket for å optimalisere komfort og effek‑
tivitet, og redusere risikoen for muskel‑ og skjelettplager (ofte kalt RSI – Repetitive Strain Injury).

• Arbeidsstilling og dynamikk: Den beste stillingen er den som varieres. Det er viktig å ha
utstyr som tillater dynamikk, som heve‑/senkebord, slik at man kan veksle mellom sittende
og stående arbeid.

• Kontorstol: Stolen skal justeres for å gi god støtte i korsryggen, og setet skal ha riktig høy‑
de slik at føttene hviler flatt på gulvet eller en fotstøtte. Over‑ og underarmer skal danne en
vinkel på ca. 90–100 grader.

• Skjerm:Skjermen skal plasseres slik at toppen er i eller litt under øyehøyde. Dette forhindrer
at hodet bøyes fremover, som er en hovedårsak til nakke‑ og skuldersmerter. Avstanden bør
være omtrent en armlengdes avstand (50–70 cm).

• Mus og Tastatur: Utstyret skal plasseres slik at man kan jobbe med avslappede skuldre og
underarmer som støttes av bordet. Bruk av sentrert pekeredskap eller ergonomisk mus kan
forebygge belastninger sommusearm.

• Belysning og Syn: Belysningen skal være jevn og tilstrekkelig, og man må unngå gjenskinn
på skjermen for å redusere anstrengelse av øynene. IT‑ansatte bør praktisere 20‑20‑20‑
regelen (se 20 fot bort i 20 sekunder hvert 20. minutt).

Drifters ansvar for fysisk miljø

Som IT‑drifter er du ansvarlig for tekniske forhold som påvirker miljøet:

• Sikre at serverrom og utstyr har tilstrekkelig kjøling og ventilasjon for å unngå brannfare og
redusere støy som kan påvirke nærliggende kontorlokaler.

• Påse at kabling og utstyrsoppsett er ryddig og merket for å hindre snublefare.
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Psykososialt og organisasjonsmessig arbeidsmiljø
Dette omfatter faktorer som påvirker ansattes mentale helse, trivsel, og organisering av arbeidet.

Psykososiale risikofaktorer i IT‑rollen

IT‑driftere møter spesifikke psykososiale utfordringer knyttet til systemansvar og teknologiens na‑
tur:

• Høyt tempoogendringsstress:Teknologien er i konstant endring (f.eks.migrering til skyen,
nye sikkerhetstrusler). Dette krever kontinuerlig læring, som kan føre til stress hvis det ikke
er satt av nok tid og ressurser til kompetanseutvikling.

• Akutt stressoghendelsespress:Rollen innebærerofteansvar for kritiske systemer.Nedetid,
sikkerhetsbrudd (som ransomware), eller store feil skaper umiddelbart, høyt stress. Driftere
bærer byrden av rask gjenoppretting for å minimere organisasjonens tap.

• Grensene for arbeidstid (tilgjengelighet):Mange kritiske systemer krever overvåking 24/7.
Vaktordninger, hyppige varsler og forventning om umiddelbar respons, selv etter arbeidstid,
kan skape en grenseløs arbeidsdag som tærer på restitusjon og balansen mellom jobb og
privatliv.

• Emosjonell belastning og lite anerkjennelse: Mye av arbeidet er proaktivt (vedlikehold,
overvåking) og usynlig. IT‑avdelingen blir ofte kontaktet først når noe er feil, noe som kan
føre til opplevelsen av å være en “brannslukker” og få lite anerkjennelse for godt utført, fore‑
byggende arbeid.

Tiltak for å støtte psykososialt Miljø

• Tydelig organisering: Etablere klare prosedyrer for hendelseshåndtering og endringssty‑
ring. Dette reduserer usikkerhet og akutt stress.

• Klar kommunikasjon og forventninger: Ledelsen må sette realistiske forventninger til re‑
sponstid og aktivt håndheve retningslinjer som beskytter ansattes fritid. Tydelig kommuni‑
kasjon mellom IT og brukere reduserer friksjon.

• Kompetanseutvikling: Sikre at IT‑personell får nødvendig tid og ressurser til kontinuerlig
opplæring for å øke følelsen av mestring og redusere stress.

Systematisk HMS‑arbeid
Arbeidsgiver har et lovpålagt ansvar for å drive systematisk HMS (Helse, Miljø og Sikkerhet)‑arbeid.
IT‑driftere bidrar med sin ekspertise:

• Kartlegging og risikovurdering: Delta i kartlegging av risikoer knyttet til ergonomi, teknisk
utstyr, og den psykososiale belastningen ved vaktordninger og systemansvar.

• Medvirkning: Bruke organer som Verneombud og Arbeidsmiljøutvalg (AMU) for å sikre at
arbeidsmiljøhensyn blir ivaretatt i beslutninger om ny IT‑infrastruktur og endrede arbeids‑
prosesser.
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Automatisering
Automatisering handler om å bruke programvare og verktøy for å utføre repeterende ogmanuelle
oppgaver i IT‑infrastrukturen.

I stedet for åutførehandlingermanuelt påénogén server, skriver IT‑drifterenet skript eller enkode
som utfører oppgaven konsekvent og raskt på hundrevis av enheter samtidig. Dette er avgjørende
for å øke effektiviteten, påliteligheten og skalerbarheten i driften.

Hva skal automatiseres?
Automatisering er mest verdifullt for oppgaver som er repeterende, tidkrevende eller feilutsatte
når de utføres manuelt.

• Standardisering og konfigurasjon: Sette opp nye servere, installere programvare og sikre
at alle enheter har lik (standardisert) konfigurasjon.

• Patch Management: Automatisert utrulling og testing av sikkerhetsoppdateringer til alle
servere og klienter.

• Overvåking og varsling: Automatiske varsler når systemer feiler, og i noen tilfeller, automa‑
tiske forsøk på retting (selvreparerende systemer).

• Brukeradministrasjon:Opprettelse, endring og sletting av brukerkontoer i Active Directory
basert på data fra HR‑systemer.

Verktøy og teknologier for automatisering
En moderne IT‑drifter må mestre kodespråk og verktøy for å skrive og administrere automatise‑
ringsskript.

Konfigurasjonsstyringsverktøy (Configuration Management)

Dette er plattformer som lar driftere definere ønsket tilstand for et system, og verktøyet sikrer at
systemet alltid opprettholder den tilstanden. Dette kalles Idempotens – prosessen kan kjøres gjen‑
tatte ganger uten å endre resultatet etter den første vellykkede kjøringen.

• Ansible: Et populært, enkelt verktøy som bruker YAML‑filer for å definere oppgaver. Det kre‑
ver ingen installasjon av agentprogramvare på målenhetene (agentless), noe som gjør det
raskt å implementere.

• Puppet/Chef: Krever at en agent er installert på målenhetene, men er svært kraftige for å
styre komplekse infrastrukturer.

Skriptspråk

Skriptspråk er grunnlaget for automatisering, brukt for mindre, spesifikke oppgaver.

• PowerShell:Standard forWindows‑miljøer. Utmerket for administrasjon avActiveDirectory,
Exchange og Hyper‑V.

• Python: Et fleksibelt språk sombrukes på tvers av alle plattformer (Windows, Linux, Sky) for
alt fra dataanalyse til nettverksautomatisering.

• Bash/Shell: Standard for Linux‑ og Unix‑baserte systemer.
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Automatisering i skyen

Skyleverandører (Azure, AWS) har innebygde automatiseringsverktøy (f.eks. Azure Automation,
CloudFormation) for å administrere virtuelle ressurser. Dette gjør at du kan automatisere hele
infrastrukturen (Infrastructure as Code).

Fordeler og strategisk betydning
Automatisering er ikke bare et teknisk spørsmål, men et strategisk verktøy for å forbedre hele drif‑
ten.

• Redusert risikoogøktpålitelighet:Manuelle oppgaver er utsatt formenneskelige feil. Auto‑
matisering sikrer at oppgaver utføres på nøyaktig samme måte hver gang (konsistens), noe
som reduserer feil og forbedrer systemstabiliteten.

• Skalering: Det er umulig å manuelt administrere hundrevis av servere. Automatisering er
den eneste måten å skalere IT‑infrastrukturen effektivt på uten å øke antall ansatte propor‑
sjonalt.

• Raskere gjennomføring:Oppgaver som tar timermanuelt kan taminutter automatisk. Det‑
te er kritisk for rask utrulling av nye tjenester eller rask respons ved sikkerhetshendelser.

• Frigjøring av tid: Ved å automatisere rutineoppgaver, frigjøres IT‑driftere til å fokusere på
mer komplekse, strategiske oppgaver som sikkerhet, arkitektur og innovasjon.
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Bærekraft ogmiljø
Bærekraft i IT‑drift handler om åminimere den negative miljøpåvirkningen fra organisasjonens IT‑
infrastruktur, samtidig somman opprettholder effektivitet og økonomisk levedyktighet.

Dette kalles ofte Grønn IT. Som drifter er ditt ansvar å implementere tiltak som reduserer energi‑
forbruk og forlenger levetiden til utstyr.

Energiforbruk og klimapåvirkning
IT‑infrastruktur, spesielt datasentre, er store energiforbrukere. Å redusere dette forbruket er den
mest direkte måten IT‑drift kan bidra til miljømålene.

Reduksjon av energiforbruk

Energibesparelser oppnås gjennom tre hovedområder:

• Virtualisering og konsolidering: Dette er det mest effektive tiltaket. Ved å bruke virtualise‑
ring (Hyper‑V, VMware) konsolideres mange logiske servere (VM‑er) på få fysiske maskiner.
Dette:

– Reduserer antall fysiske servere som krever strøm.
– Øker utnyttelsen av hver server fra typisk 10‑15% til 60‑80%.
– Reduserer dramatisk behovet for kjøling, som ofte utgjør 30–50% av strømforbruket i
et datasenter.

• Energieffektiv maskinvare: Ved innkjøp skal driftere prioritere utstyr med høy energieffek‑
tivitet (f.eks. strømforsyninger med høy 80 PLUS‑sertifisering). Nyere servergenerasjoner er
ofte langt mer energieffektive enn eldre utstyr, selv om ytelsen er lik.

• Optimaliseringavkjøling: Implementeredriftspraksiser for åøke temperaturen i serverrom
(innenfor sikre grenser) og bruke effektive kjøleteknologier (f.eks. fri‑kjøling som bruker ute‑
luft) for å redusere energibruken. Målet er å oppnå en lav PUE (Power Usage Effectiveness)‑
verdi, sommåler forholdet mellom total energi og energi brukt på IT‑utstyret.

Sirkulær økonomi og elektronisk avfall (E‑avfall)
Sirkulær økonomi handler om å holde ressurser og produkter i bruk så lenge sommulig. IT‑utstyr
er en stor kilde til e‑avfall, som inneholder giftige og verdifulle stoffer.

Håndtering av IT‑utstyr og livssyklus

En IT‑drifter har direkte kontroll over utstyrets livssyklus:

• Forlenget levetid: I stedet for å bytte ut PC‑er og servere slavisk hvert tredje år, kan man
oppgradere enkeltkomponenter (f.eks. RAMogSSD) for å forlenge levetiden til utstyret. Dette
reduserer produksjonsbehovet.

• Gjenbruk:Utstyr som skiftes ut fra én del av organisasjonen (f.eks. en server) kan nedgrade‑
res og brukes til mindre krevende oppgaver (f.eks. testmiljøer) i stedet for å kastes.

• Sikker og ansvarlig avhending: Når utstyr må kasseres, er det en etisk og lovpålagt plikt å
sikre at alle data er forsvarlig slettet (for å ivareta personvern) og at utstyret leveres til sertifi‑
sert returordning (Norsk Gjenvinning) formiljøvennlig gjenvinning av farlige stoffer og råma‑
terialer.

• Reparasjonsrett (Right to Repair): Som drifter skal man prioritere leverandører som tilbyr
tilgang til reservedeler og manualer, noe som støtter reparasjon fremfor utskifting.
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Driftspraksis ogmiljøbevissthet
Miljøhensyn skal integreres i den daglige driften og i policyene.

Bevisstgjøring

• Utskriftspolitikk: Implementere retningslinjer som standardiserer dobbeltsidig utskrift,
bruk av resirkulert papir, og reduserer antall skrivere.

• Strømsparingsmodus: Sette strømstyring (power management) som standard for alle
klient‑PCer, slik at de går i hvilemodus ved inaktivitet.

Sky og bærekraft

Flytting av tjenester til store, profesjonelle skyleverandører (Azure, AWS) kan ofte forbedre miljø‑
fotavtrykket. Dette er fordi skyleverandørene:

• Oppnår ekstremt høy konsolidering og ressursutnyttelse.
• Investerermassivt i energieffektive datasentermodeller og fornybar energi (PUE‑verdier nær
1.0).

Miljø og bærekraft er ikke lenger bare et etisk spørsmål, men en økonomisk faktor. Energieffektive
løsninger er nesten alltid de billigste i drift over tid.
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Brukerstøtte
Brukerstøtte er den funksjonen som håndterer alle henvendelser, problemer og forespørsler fra
sluttbrukerne.

Hovedmålet er å sikre at brukerne kan utføre arbeidet sitt effektivt ved å gjenopprette normal IT‑
tjeneste så raskt sommulig og levere service av høy kvalitet.

Organisering og nivåer
Brukerstøtten er ofte organisert i nivåer for å sikre effektiv eskalering av problemer. Dette er kritisk
for å prioritere og unngå at høyt kvalifiserte driftere bruker tid på enkle, repeterende feil.

1. Nivå 1 (First‑Line Support/Servicedesk):
• Rolle: Første kontaktpunkt. Mottar, registrerer, klassifiserer og løser de enkleste og
mest vanlige problemene.

• Mål: Løse så mange henvendelser som mulig ved første kontakt (First Contact Resolu‑
tion ‑ FCR).

• Eksempler: Hjelp med passordgjenoppretting, enkle veiledningsspørsmål, eller
oppstartshjelp.

2. Nivå 2 (Second‑Line Support/Teknisk support):
• Rolle: Mottar eskalerte henvendelser fra Nivå 1 som krever dypere teknisk kunnskap
eller tilgang til servere og nettverk.

• Mål: Løse problemer som krever spesialisert feilsøking (f.eks. serverkonfigurasjon,
avansert nettverksfeil).

• Eksempler: Feilsøking av serverkommunikasjon, konfigurasjon av VLAN, retting av feil i
en databaseserver.

3. Nivå 3 (Specialist/Ekspert):
• Rolle: Håndterer de mest komplekse problemene som krever inngående kjennskap til
systemarkitektur, applikasjonskode eller produsentens ekspertise.

• Eksempler:Dyp feilsøking i applikasjonskode, alvorlige feil i kjernemaskinvare, eller de‑
sign av en ny løsning for et problem.
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Sentrale Prosesser og verktøy
Brukerstøtten er styrt av formelle prosesser for å sikre konsistens, som ofte er forankret i ramme‑
verk som ITIL (Information Technology Infrastructure Library).

• Incident Management (Hendelseshåndtering): Prosessen for å håndtere uplanlagt
avbrudd i en IT‑tjeneste. Målet er å gjenopprette tjenesten så raskt sommulig.

– Ticket System: Alle henvendelser registreres i et ticket‑system (f.eks. Jira Service Ma‑
nagement). Dette sikrer sporbarhet, dokumentasjon og korrekt eskalering.

– Prioritering:Hverhendelseprioriteresbasertpåkonsekvens forbrukeren/organisasjonen
og hast (f.eks. en kritisk serverfeil har høyere prioritet enn en enkel skriverfeil).

• Service Request Fulfillment (Tjenesteforespørsler): Prosessen for å håndtere standard‑
forespørsler fra brukere som ikke er feil (f.eks. bestilling av ny mus, tilgang til en filkatalog,
eller installasjon av programvare). Disse er planlagte og har ofte faste rutiner.

• ProblemManagement: Fokuserer på å identifisere og eliminere rotårsaken (Root Cause Ana‑
lysis) til gjentatte hendelser. Målet er å forhindre at den samme feilen skjer igjen og igjen.

• Service Level Agreements (SLA): Kontraktsmessige avtaler som definerer forventningene
til brukerstøtten. De angir:

– Responstid: Hvor raskt Servicedesk skal svare på henvendelsen.
– Løsningstid: Innen hvilken tid problemet skal være løst, basert på alvorlighetsgrad.

Kompetanse og kommunikasjon
En drifter i brukerstøtten trenger mer enn bare teknisk kunnskap.

• Kommunikasjon: Driftere må mestre å lytte aktivt og kommunisere klart og enkelt til ikke‑
teknisk personell. Evnen til å uttrykke empati og tålmodighet er avgjørende for brukertil‑
fredshet.

• Kunnskapsdatabase:Brukerstøtten er ansvarlig for åbyggeog vedlikeholde enKunnskaps‑
database (Knowledge Base) for å lagre løsninger på vanlige problemer. Dette er selvhjelps‑
materiale for både brukere og Nivå 1‑personell.

Effektiv brukerstøtte er avgjørende for IT‑avdelingens omdømme og er en av de viktigste bidrags‑
yterne til organisasjonens produktivitet.
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Dokumentasjon
Dokumentasjon er mer enn bare notater; det er en strategisk ressurs som sikrer at IT‑
infrastrukturen kan driftes, feilsøkes, og vedlikeholdes effektivt, uavhengig av enkeltpersoners
kunnskap. Uten god dokumentasjon blir systemer sårbare, og feilsøkingstid øker drastisk.

Mål og prinsipper for dokumentasjon
Dokumentasjon må være relevant, oppdatert, nøyaktig og tilgjengelig.

Hvorfor dokumentere?

• Kontinuitet: Sikrer at nye ansatte, vikarer eller konsulenter raskt kan sette seg inn i systeme‑
ne. Reduserer “bussfaktoren” (hvor avhengig driften er av én enkelt person).

• Kvalitet og effektivitet: Standardiserte rutiner reduserer feil og gir raskere respons ved
nedetid.

• Sikkerhet og revisjon:Nødvendig for å bevise overholdelse av lovverk (somGDPR) og inter‑
ne sikkerhetsretningslinjer.

• Endringsstyring: Dokumentasjon av “før” og “etter” endringer er kritisk for å rulle tilbake
systemer eller forstå hvorfor en feil oppstod.

Dokumentasjonens livssyklus

Dokumentasjon er et levendedokument sommåvedlikeholdes: 1.Opprettelse:Dokumenteres før
eller under implementering. 2. Bruk/Revisjon: Brukes og oppdateres hver gang en endring skjer.
3. Arkivering: Eldre, irrelevante dokumenter fjernes fra aktiv bruk, men arkiveres for historisk re‑
feranse.
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Sentrale dokumentasjonsområder
IT‑drift krever dokumentasjon på flere nivåer, fra det overordnede til det detaljerte.

Infrastrukturdokumentasjon (Oversiktsnivå)

Dette gir det store bildet av IT‑miljøet.

• Nettverkskart: Visuell oversikt over nettverksinfrastrukturen, inkludert rutere, svitsjer,
brannmurer, trådløse aksesspunkter, og koblingen mellom fysiske lokasjoner. Må inkludere
logiske detaljer som VLAN‑segmentering og IP‑adresseskjema.

• Server‑ og Systemoversikt: En sentral database som lister opp alle servere (fysiske og vir‑
tuelle), deres rolle (Webserver, DHCP), operativsystem, versjon, fysisk plassering, og hvem
som er systemansvarlig.

Prosess‑ og rutinedokumentasjon

Dette er den praktiske dokumentasjonen som forteller hvordan oppgaver skal utføres. Dette er es‑
sensielt for å sikre ensartethet og kvalitet.

• Standard operasjonsprosedyrer (SOPs): Steg‑for‑steg manualer for gjentakende, kritiske
oppgaver.

– Eksempler: Hvordan opprette en ny bruker i Active Directory, hvordan oppdatere DNS‑
oppføringer, eller hvordan restarte en kritisk applikasjon.

• Driftsrutiner for sikkerhet: Prosedyrer for:
– Patch Management: Hvordan tester man oppdateringer før utrulling?
– Sikkerhetskopiering: Hvordan verifiserer man at sikkerhetskopieringen lykkes, og
hvor ofte testes gjenoppretting?

• Endringsstyringsprosess: Dokumenterer hvem som må godkjenne en endring, hvordan
den testes, og hvordan den implementeres.

Detaljdokumentasjon

Denne dokumentasjonen er for de tekniske detaljene man ikke husker i hodet.

• Konfigurasjonsfiler: Lagring av originalfiler og versjonskontroll av konfigurasjonsfiler for
nøkkelutstyr (rutere, brannmurer, svitsjer).

• Tilgangsdetaljer: Detaljer om administrative brukerkontoer, passordhvelv (sikker lagring)
og nøkkelservere.

• Lisensdokumentasjon:Oversikt over programvarelisenser, utløpsdatoer, og hvor lisensnøk‑
ler er lagret.

• Feilsøkingsguider (Troubleshooting): Dokumentasjon av løsninger på tidligere, komplek‑
se feil. Hvis en server krasjet og det tok åtte timer å fikse, skal løsningen dokumenteres umid‑
delbart etterpå.
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Verktøy og beste praksis
Riktig verktøy og praksis gjør dokumentasjon enklere.

Verktøy for dokumentasjon

• Wiki‑systemer (Confluence, SharePoint):Gode for å lagre flytendeprosess‑ og rutinedoku‑
mentasjon, da de er enkle å redigere og lenke mellom.

• CMDB (ConfigurationManagementDatabase): Endatabase som lagrer detaljert og relasjo‑
nell informasjon om IT‑aktiva og deres innbyrdes avhengigheter. Dette er kjernen i struktu‑
rert dokumentasjon.

• Passordhvelv (f.eks. Keepass): Verktøy for sikker lagring av sensitive tilgangsdetaljer. Pass‑
ord skal aldri lagres i ubeskyttede dokumenter.

Driftsansvar

• Integrer dokumentasjon i prosessen: Sikre at dokumentasjon ikke er en ettertanke. Hvis
du gjør en endring på en brannmur, skal du oppdatere brannmursdokumentet samtidig.

• Målgruppe: Skriv dokumentasjonen slik at den er forståelig for den tiltenkte målgruppen
(f.eks. nivå 1 support eller en seniorarkitekt).

• Regelmessig revisjon: Sett av tid til å gjennomgå og validere kritisk dokumentasjon (f.eks.
gjenopprettingsplaner) minst årlig.

God dokumentasjon er et tegn på modenhet og profesjonalitet i en IT‑driftsorganisasjon og er av‑
gjørende for å oppfylle kravene til en forsvarlig IT‑drift.
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Etikk
Etikk i IT‑driftsfaget handler om demoralske prinsippene og verdiene som styrer din profesjonelle
atferd og dine beslutninger i møte med teknologi.

Din rolle gir deg tilgang til sensitiv informasjon og kontroll over kritiske systemer, noe sommedfø‑
rer et stort ansvar. Etikk sikrer at du tar ansvarlige valg som beskytter brukere, organisasjonen og
samfunnet.

Etisk grunnlag for IT‑driftere
De viktigste etiske utfordringene i IT‑drift faller innenfor følgende områder:

Personvern og fortrolighet

Dette er kanskje det mest direkte etiske ansvaret. Som drifter har du teknisk tilgang til all data på
systemene du administrerer, inkludert e‑poster, filer og logger.

• Prinsipp: Dumå behandle all informasjonmed ytterste fortrolighet. Dette inkluderer å aldri
snoke i private filer, e‑poster eller chat‑logger, selv om det er teknisk mulig.

• GDPR (General Data Protection Regulation): Europeisk lovverk som setter strenge krav til
hvordan personopplysninger skal behandles, lagres og sikres. Din etiske forpliktelse er å føl‑
ge disse lovene og standardene.

Integritet og ærlighet

Dette handler om å handle ærlig i alle profesjonelle sammenhenger.

• Rapportering av feil og brudd: Du har et etisk ansvar for å umiddelbart rapportere sikker‑
hetsbrudd, systemfeil eller mistenkelig aktivitet, selv om det kan reflektere dårlig på egen
ytelse. Å skjule eller forfalske logger bryter med integritetsprinsippet.

• Upåvirket drift: Du må sikre at systemer fungerer som tiltenkt, uten manipulasjon for per‑
sonlig vinning eller for å favorisere en bestemt part.

Ansvar og kompetanse

Dumåalltidhandle innenforditt kompetanseområdeog taansvar for konsekvenseneavdinehand‑
linger.

• Kompetanse: Aldri utfør oppgaver du ikke er kvalifisert for, spesielt hvis det kan sette syste‑
mer eller data i fare. Det er etisk forsvarlig å be om hjelp eller delegere.

• Endringsstyring:Alle endringer i kritiske systemer skal dokumenteres, testesoggodkjennes.
Å implementere “hurtigfikser” uten riktig prosedyre bryter med ansvarsprinsippet og øker
risikoen.

hei@komputor.no 20 www.komputor.no



Komputor IT‑driftsfaget Etikk

Etiske dilemmaer
Etikk blir relevant når regler er uklare, eller når et sett med regler kommer i konflikt med et annet.

E‑post/Aktivitetsovervåking

IT‑driftere har verktøy for å overvåke ansattes nettverksaktivitet og e‑post.

• Dilemma: Balansenmellom selskapets behov for sikkerhet og ansattes rett til privatliv.
• Etisk Løsning: All overvåking må være åpen (ansatte må informeres), nødvendig (klart defi‑
nert formål, f.eks. feilsøking eller etterforskning), og proporsjonal (ikkemer inngripende enn
nødvendig). Sporing for å kontrollere produktivitet uten legitim grunn er etisk uforsvarlig.

Systemtilgang uten fullmakt (Backdoor‑tilgang)

Din tekniske tilgang (f.eks. som domeneadministrator) gir deg full kontroll over alle systemer.

• Dilemma:En leder ber deg se i e‑posten til en ansatt somer undermistanke, uten å involvere
juridisk avdeling.

• Etisk Løsning: Din plikt er å følge lov og interne retningslinjer. Tilgang til privat kommunika‑
sjonmå kun skje etter lovlig fullmakt og gjennomoffisielle kanaler (f.eks. via HR eller juridisk
avdeling) for å beskytte både deg og organisasjonen.

Respekt for eierskap og lisenser

Dette handler om intellektuell eiendom og bruk av programvare.

• Prinsipp: All programvare må ha gyldig lisens. Å installere eller bruke piratkopiert program‑
vare (selv internt) er etisk uforsvarlig, ulovlig og utgjør en sikkerhetsrisiko.

• Driftsansvar: Sørge for at organisasjonens Software Asset Management (SAM) er i orden.

Etikk og fremtidens teknologi
Etiske hensyn blir stadig viktigere med innføring av nye teknologier.

Datasikkerhet og samfunnsansvar

Ved håndtering av sårbarheter eller angrepmå du vurdere konsekvensene utover organisasjonen.

• Eksempel: Hvis du oppdager en alvorlig sårbarhet i et system som deles med andre selska‑
per, har du et etisk ansvar for å dele informasjonen på en ansvarlig måte (Responsible Dis‑
closure).

KI og automasjon

Når du implementerer automatiserte systemer (KI/AI) som tar beslutninger (f.eks. systemer for å
vurdere kreditt eller ansettelser), må du sikre at systemene er rettferdige og uten skjevheter (bias).

Som drifter har du ansvar for å sørge for at dataene som mates inn i systemene er representative
og at systemet kan revideres.
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Retningslinjer og kontrakter
Din etiske ryggdekning i IT‑driftsfaget er forankret i dokumenter og standarder:

• Etiske retningslinjer:Organisasjonens interne dokumenter som definerer forventet adferd.
• Arbeidsavtaler og taushetserklæringer: Juridiske kontrakter som formaliserer ditt ansvar
knyttet til fortrolighet.

• IT‑reglement: Regler for bruk av IT‑utstyr og nettverk som dumå håndheve og følge.
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Feilsøking
Feilsøking er en logisk, systematisk prosess for å identifisere, isolere og løse årsaken til et problem
i et IT‑system. Målet er ikke bare å fikse symptomet, men å eliminere den grunnleggende årsaken
for å gjenopprette normal drift og forhindre gjentakelse.

Effektiv feilsøking krever både teknisk kunnskap og en strukturert metodikk.

Den systematiske feilsøkingsmetoden
Å følge en standardisert metode reduserer tid brukt på gjetting og sikrer at kritiske steg ikke utela‑
tes.

1. Identifiser problemet og samle data:
• Lytt aktivt til brukeren for å forstå problemet (symptomene).
• Still åpne spørsmål (hvem, hva, hvor, når, hvordan) og samle feilmeldinger og logger.
• Viktig: Bestem hva som har endret seg. De fleste feil skyldes en nylig endring (Change
Management).

2. Etabler en teori om årsaken:
• Basert på symptomene, formuler den mest sannsynlige årsaken (f.eks. “dette er sann‑
synligvis en DNS‑feil” eller “det ser ut som en Layer 1‑feil”).

• Bruk systematisk eliminering (f.eks. OSI‑modellen) for å avgrense hvor problemet lig‑
ger.

3. Test teorien for å bekrefte årsaken:
• Utføre en test som raskt bekrefter eller avkrefter teorien (f.eks. bruke ping eller

ipconfig). Hvis testen feiler, må du lage en ny teori.
4. Etabler en handlingsplan og implementer løsningen:

• Når årsaken er bekreftet, lag en plan for å løse problemet og sikre at løsningen ikke
skaper nye problemer. Før du implementerer en stor endring, sikkerhetskopier eller lag
et gjenopprettingspunkt.

5. Verifiser full funksjonalitet og iverksett forebyggende tiltak:
• Test at løsningenhar fjernetproblemet. Sjekkogsåat ingenandre tjenester erbrutt som
følge av fiksingen.

• Viktig: Ta skritt for å hindre gjentakelse (f.eks. ved å oppdatere en SOP eller implemen‑
tere bedre overvåking).

6. Dokumenter løsningen:
• Detaljert beskrivelse av problemet, årsaken og løsningen må registreres i et ticket‑
systemog/eller dokumentasjonssystem (Wiki). Dette sparer tid for deg og dine kolleger
senere.
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Metodikk basert på OSI‑modellen
Denmest effektive måten å isolere problemet på er å bruke OSI‑modellen som en sjekkliste.

• Bottom‑Up (L1 til L7): Start med det fysiske laget. Er kabelen plugget i? Får nettverkskortet
strøm? Gå deretter oppover. Dette er effektivt når problemet er totalt brudd (ingen tilkob‑
ling).

• Top‑Down (L7 til L1): Startmed applikasjonen. Laster nettsiden? Gå deretter nedover. Dette
er effektivt når problemet er sporadisk eller når bare én tjeneste feiler.

OSI‑Lag Spørsmål for Feilsøking Verktøy

L7 (Applikasjon) Er tjenesten aktiv? Er URL‑en
riktig?

Nettleser,
Applikasjonslogger

L4 (Transport) Er porten åpen? Fungerer
TCP/UDP‑håndtrykket?

netstat, telnet/nc

L3 (Nettverk) Har enheten IP‑adresse? Får
jeg kontakt med
ruter/destinasjon?

ping, tracert, ipconfig

L2 (Datalink) Er MAC‑adressen riktig? Er
VLAN‑et riktig konfigurert på
svitsjen?

arp -a, Svitsjadministrasjon

L1 (Fysisk) Er kabelen i orden? Lyser
lenke‑lampene?

Visuell inspeksjon,
Kabeltester

Viktige verktøy i feilsøking
En IT‑drifter måmestre standard kommandolinjeverktøy for rask diagnostikk.

• ping (ICMP): Tester grunnleggende Layer 3 (nettverks) tilkobling og måler responstid.
• tracert / traceroute (ICMP): Viser hele ruten (hoppene) en datapakke tar til destinasjo‑
nen og hjelper til med å isolere hvor rutingen feiler.

• ipconfig / ifconfig: Viser enhetens egen nettverkskonfigurasjon (IP‑adresse, nettverks‑
maske, standard gateway, DNS‑servere). Avgjørende for å sjekke om DHCP/statisk konfigu‑
rasjon er korrekt.

• nslookup / dig: Diagnostiserer problemer med DNS‑oppslag (Layer 7/5).
• netstat: Viser aktive TCP/UDP‑forbindelser og portene som brukes (Layer 4).
• Wireshark: En pakkeanalysator som kan fange og inspisere all nettverkstrafikk. Dette er det
ultimate verktøyet for å se nøyaktig hva som skjer på et hvilket som helst lag i OSI‑modellen.

Mestring av feilsøkingsmetodikk er avgjørende for å opprettholde systemtilgjengelighet og redu‑
sere nedetid.
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Tingenes internett (IoT)
Tingenes internett (IoT) er et nettverk av fysiske objekter, eller “ting”, som er innebygd med sen‑
sorer, programvare og annen teknologi for å kunne koble til og utveksle data med andre enheter
og systemer over internett. IoT representerer en massiv utvidelse av nettverksinfrastrukturen til å
inkludere hverdagsgjenstander.

For en IT‑drifter skaper IoT nye muligheter, men også betydelige utfordringer innen nettverk, sik‑
kerhet og datalagring.

IoT‑arkitektur og komponenter
IoT‑løsninger er typisk bygget opp i flere lag som en IT‑drifter må forholde seg til:

1. Sensorlaget (Thing Layer):Dette er selve enhetene, somsamler inndata. Eksempler er tem‑
peratursensorer, smart‑låser, medisinske overvåkingsenheter, eller smarte termostater. De
bruker ofte lette kommunikasjonsprotokoller somMQTT (MessageQueuing Telemetry Trans‑
port).

2. Nettverkslaget (Gateway/Connectivity Layer):Ansvarlig for å overføre data fra sensorer til
skyen. Dette laget håndterer forskjellige kommunikasjonsmetoder:

• Kort rekkevidde:Wi‑Fi, Bluetooth.
• Lang rekkevidde:Mobilnettverk (4G/5G), eller lavstrømsnettverk som LoRaWAN.
• Gateways: Enheter som oversetter og aggregerer data fra mange sensorer før de sen‑
des videre.

3. Databehandlingslaget (Cloud Processing Layer): Skybaserte plattformer (f.eks. Azure IoT
Hub, AWS IoT Core) som mottar, lagrer og behandler den enorme mengden data (Big Data)
som genereres. Her foregår analysene.

4. Brukerlaget (Application Layer): De grensesnittene (apper, dashboards) som lar sluttbru‑
kere og analytikere visualisere og kontrollere IoT‑enhetene og dataene.

Utfordringer for IT‑drift
IoT introduserer komplekse utfordringer som krever nye tilnærminger til tradisjonell IT‑drift.

Sikkerhet og Patch Management

• Massiv angrepsflate: IoT øker antall enheter i nettverket eksponensielt, noe som øker den
totale angrepsflaten.Mange IoT‑enheter (f.eks. rimeligekameraer eller sensorer) harminimal
innebygd sikkerhet.

• Svake standarder:Mange enheter bruker standard passord eller har mangelfulle autentise‑
ringsmekanismer.

• Begrenset patching: På grunn av lav strøm og liten prosessorkraft er det ofte vanskelig eller
umulig å oppdatere programvare (patche) på mange IoT‑enheter. Dette er en stor kilde til
teknisk gjeld og sikkerhetsrisikoer.

• Tiltak for driftere: Nettverkssegmentering (VLAN) er kritisk. IoT‑enheter bør isoleres i egne
nettverk (f.eks. eget VLAN for bygningsautomasjon) slik at en kompromittert enhet ikke kan
angripe bedriftens kjernesystemer.
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Skalering og infrastruktur

• Datavolum (Big Data): IoT‑enheter genererer kontinuerlig datastrømmer. Infrastrukturen
må håndtere et uforlignelig volum, hastighet og mangfold av data, noe som krever skyba‑
sert eller distribuert datalagring.

• Nettverkskapasitet: Dataene krever tilstrekkelig båndbredde. Driftere må planlegge for at
hundrevis av sensorer samtidig kommuniserer via Wi‑Fi eller gateways.

Personvern

IoT samler ofte inn sensitiv personinformasjon (f.eks. bevegelsesmønstre, helsedata, lokasjon).

• GDPR‑relevans: IoT‑systemermådesignesmedPrivacybyDesign (innebygdpersonvern) for
å sikre at personopplysninger krypteres og anonymiseres der det er mulig.

IoT‑spesifikke protokoller
Som drifter må du kjenne til protokollene sommuliggjør effektiv kommunikasjonmellom ressurs‑
begrensede enheter og skyen.

• MQTT (Message Queuing Telemetry Transport): Den mest utbredte IoT‑protokollen. Den
er ekstremt lettvektig og designet for høy båndbredde og lav pålitelighet (f.eks. at sensorer
sender data hver 5. sekund). Den er basert på et publiser/abonner‑mønster.

• CoAP (Constrained Application Protocol): Designet for ressursbegrensede enheter og bru‑
ker UDP, noe som gjør den raskere enn HTTP i trange nettverk.
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IT‑systemer
Et IT‑system er et organisert sett av maskinvare, programvare, data, nettverk og mennesker som
samhandler for å samle inn, behandle, lagre og distribuere informasjon for å støtte forretningsmål.

For en IT‑drifter handler dette omå forstå hvordandisse elementene er koblet sammenoghvordan
de leverer verdi til sluttbrukerne.

Systemarkitektur ogmodeller
For å drifte IT‑systemer effektivt, måman forstå hvordan de er bygget opp.

1. Presentasjonslag (Presentation Tier): Brukergrensesnittet (UI). Dette er det brukeren ser
og interagerer med (f.eks. en nettside i en nettleser eller en mobilapp).

2. Applikasjonslag (Application/Logic Tier):Kjernen i systemet. Dette laget inneholder all for‑
retningslogikk og behandler forespørsler fra brukerlaget. Det er her servere kjører program‑
meringskode (f.eks. Java, .NET) som utfører oppgaver. Dette laget isolerer datalaget fra bru‑
kerne.

3. Datalag (Data Tier): Lagrer systemets data. Dette er databaseserverne (f.eks. SQL Server,
Oracle). Applikasjonslaget er den eneste komponenten som har direkte tilgang til datalaget,
noe som beskytter data mot direkte angrep fra Internett.

Driftsrelevans:Ved feilsøking kanman raskt isolereproblemet. Ligger feilen i GUI (L1), forretnings‑
logikken (L2) eller databasen (L3)?

Ulike typer forretningssystemer
IT‑systemer klassifiseres ofte etter hvilken forretningsfunksjonde støtter. Somdriftermådu kjenne
til og støtte disse kritiske systemene:

• ERP (Enterprise Resource Planning): Store, integrerte systemer som håndterer alle kjerne‑
forretningsprosesser i sanntid (f.eks. økonomi, regnskap, logistikk, HR). Nedetid på et ERP‑
system kan stoppe hele virksomheten.

• CRM (Customer Relationship Management): Systemer for å administrere og analysere
kundedata og interaksjoner gjennom hele kundens livssyklus (f.eks. salg, markedsføring og
kundeservice).

• SCM (Supply Chain Management): Systemer som styrer og optimaliserer flyten av varer og
informasjon fra råvare til sluttbruker.

• E‑post og kommunikasjonssystemer (Exchange, Teams): Selv om de er dagligdagse, er
disse systemene blant demest kritiske for organisasjonens interne og eksterne kommunika‑
sjon.
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Systemets livssyklus i drift
IT‑driftere er involvert i alle faser av et systems livssyklus, men spesielt fra implementering til av‑
vikling.

• Design og innkjøp: Driftere gir input om systemets tekniske krav, som skalerbarhet (hvor
mange brukere kan det håndtere?) og ytelse (hvor raskt må det være?).

• Implementering/Migrering: Installere, konfigurere og teste systemet i produksjonsmiljøet.
Dette krever nøyaktig endringsstyring og dokumentasjon.

• Vedlikehold ogovervåking (driftsfasen):Systemets lengste fase. Her ligger hovedansvaret:
– Proaktiv overvåking: Bruke verktøy for å sikre at systemet holder seg innenfor aksep‑
table terskelverdier (f.eks. CPU‑bruk under 80%).

– Patchingogoppdateringer:Håndtereoppdateringer foroperativsystem,databaserog
applikasjonslag.

• Avvikling (Decommissioning): Sikker fjerning av systemet når det når slutten av sin levetid
(End‑of‑Life). Dette inkluderer arkivering av historiske data og forsvarlig sletting av person‑
opplysninger (i tråd med personvern).

Samspillet mellom IT‑systemer
I praksis er IT‑systemer sjelden isolerte; de er tvert imot sterkt integrerte.

• Et ERP‑system snakker med et CRM‑system.
• En webserver snakker med en databaseserver.
• Alle systemer er avhengige av nettverksinfrastrukturen og katalogtjenestene (Active Direc‑
tory) for autentisering.

Driftskonsekvens: Feil i ett system (f.eks. treghet i databasen) kan skape ringvirkninger sompåvir‑
ker ytelsen tilmange andre systemer. Evnen til å feilsøkeog sedisse avhengighetene er avgjørende.
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Kommunikasjon
Kommunikasjon i IT‑drift handler om å bygge bro mellom det tekniske og det menneskelige.

En IT‑drifter må mestre både kommunikasjon med brukere (støtte), ledelse (rapportering) og kol‑
legaer (samarbeid) for å sikre at IT‑tjenester forstås og fungerer som tiltenkt.

Målgruppe og tilpasning
Effektiv kommunikasjon krever at budskapet tilpasses mottakeren.

• Brukere (sluttbrukere):Målet er support og veiledning.
– Tonen: Tålmodig, empatisk og løsningsorientert.
– Språk:Unngå fagsjargong (IT‑slang) ogbruket klart, enkelt språk. Si for eksempel “nett‑
verkstilgang” i stedet for “Layer 3‑konnektivitet” for å unngå forvirring. Fokuser på hva
som er problemet og hvordan det løses.

– Verktøy: Hovedsakelig Service Desk, e‑post og telefon.
• Kollegaer (teknisk personell):Målet er samarbeid og effektivitet.

– Tonen: Presis, teknisk og faktabasert.
– Språk: Her er det riktig å bruke teknisk fagsjargong (f.eks. “sjekk ARP‑tabellen på svit‑
sjen” eller “problemer med DNS‑oppslag”) for å spare tid og sikre nøyaktighet.

– Verktøy: Interne chat‑systemer, dokumentasjon (Wiki), og fagfora.
• Ledelse og styring:Målet er rapportering og beslutningsstøtte.

– Tonen: Formell, objektiv og forretningsfokusert.
– Språk: Fokuser på konsekvenser (nedetid, økonomi, risiko) og løsninger i stedet for de
tekniske årsakene. Forklar f.eks. at en serveroppgradering er nødvendig for å redusere
risikoen for 500 000 kr i tapt omsetning.

– Verktøy:Møter, formelle rapporter og dashboards.

Kommunikasjon i driftsprosesser
Kommunikasjon er en integrert del av sentrale driftsprosesser som sikrer kontroll og tillit.

Hendelseskommunikasjon (Incident Management)

Dette er kommunikasjon under en akutt systemfeil (nedetid). Det er kritisk for å redusere panikk
og informere riktig.

• Oppdateringer: Gi regelmessige oppdateringer (f.eks. hvert 30. minutt), selv om det ikke er
noen fremgang. Fravær av informasjon skaper usikkerhet.

• Status: Kommuniser den nåværende statusen og neste steg i feilsøkingen. Unngå å love en
tid for gjenoppretting før du er sikker.

• Eskalering: Ha klare rutiner for når og til hvem et problem skal eskaleres (nivå 1 til nivå 2,
eller til ledelsen).
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Endringskommunikasjon (Change Management)

Endringer er en stor kilde til feil, og kommunikasjon er en nøkkel til å håndtere risiko.

• Varsling:Brukere og berørte partermå varsles i god tid før planlagt vedlikehold eller system‑
endringer, inkludert en estimert tid for nedetid.

• Tilbakeføring (Rollback): Dokumenter og kommuniser planen for hvordan endringen kan
rulles tilbake hvis den feiler, for å vise at risikoen er adressert.

• Etteranalyse: Kommuniser resultatet av endringen og eventuelle problemer som oppstod.

Dokumentasjon og kunnskapsdeling

Dokumentasjon er en form for skriftlig, asynkron kommunikasjon.

• God dokumentasjon sikrer at kunnskap overføres effektivt, reduserer antall supporthenven‑
delser og standardiserer løsninger.

Se eget emne for dokumentasjon.

Lytteferdigheter og feedback
Effektiv kommunikasjon er en toveisprosess. Aktiv lytting er ofte viktigere ennå snakke i IT‑support.

• Aktiv lytting: La brukeren fullføre forklaringen av problemet før du diagnostiserer eller av‑
bryter. Et problem kan ofte være annerledes enn det først virker.

• Verifisering: Repeter problemetmed egne ord for å bekrefte at du har forstått det riktig. For
eksempel: “Så for å oppsummere, nettverket faller ut kunnår dubruker videokonferansepro‑
grammet?”

• Profesjonell feedback: Gi og ta imot kritikk på en konstruktiv måte. Dette gjelder både tek‑
nisk feedback fra kollegaer og feedback på servicekvalitet fra brukere.

God kommunikasjon er avgjørende for å oppnå et godt arbeidsmiljø, økt tillit til IT‑avdelingen, og
raskere gjenoppretting ved feil.
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Loggføring
Loggføring (Logging) er den systematiske prosessen med å registrere hendelser, operasjoner og
tilstander i et IT‑system. En logg er en tidsstemplet, uforanderlig registrering av en aktivitet, enten
den er utført av en bruker, et program eller operativsystemet.

Hovedformål med loggføring
Logger er den viktigste kilden til informasjon for feilsøking, sikkerhet og revisjon, og danner selve
bevisgrunnlaget for hva som har skjedd i infrastrukturen.

1. Feilsøking og ytelsesanalyse:
• Proaktivt: Logger gir ytelsesdata (f.eks. CPU‑belastning, minnebruk, databasetilkob‑
linger) som kan brukes til å identifisere trender og flaskehalser. Dette hjelper driftere
med å handle før en feil inntreffer.

• Reaktivt: Når en feil inntreffer (f.eks. en server krasjer eller en applikasjon fryser), er
logger det første stedet man ser for å finne rotårsaken. Loggen forteller nøyaktig hva
systemet gjorde sekundene før feilen.

2. Sikkerhet og hendelseshåndtering:
• Revisjonsspor (Audit Trail): Logger fungerer som bevis. De dokumenterer hvem som
logget på, når de logget på, hvilke filer de aksesserte, og hvilke endringer somble gjort.
Dette er nødvendig for å overholde lovverk som GDPR (ved å spore tilgang til person‑
opplysninger).

• Oppdagelse: Ved å overvåke sikkerhetslogger kanmanoppdagemistenkeligemønstre
som indikerer et angrep (f.eks. et høyt antall mislykkede påloggingsforsøk eller uauto‑
riserte filendringer).

3. Etterlevelse (Compliance):
• Mange bransjeforskrifter og internasjonale standarder (som ISO27001) krever at logger
oppbevares i en definert periode og at de er beskyttetmotmanipulasjon for å bevise at
organisasjonen har fulgt reglene.

Typer logger og innhold
Enmoderne infrastruktur genererer mange forskjellige typer logger sommå håndteres.

• Applikasjonslogger: Registreringer fra spesifikk programvare. Dette kan inkludere feilmel‑
dinger fra et ERP‑system, informasjon om transaksjonsbehandling, eller feil i en webserver.
Dette er avgjørende for å feilsøke ytelse på applikasjonslaget.

• Systemlogger (OS‑logger): Registreringer fra operativsystemet (Windows Event Viewer, Li‑
nux syslog). Inkluderer informasjon om oppstart/nedstengning av servere, maskinvarefeil,
driverproblemer, og tilstandsendringer.

• Sikkerhetslogger: Logger spesifikt knyttet til autentisering og autorisasjon, for eksempel:
– Mislykkede og vellykkede pålogginger.
– Endringer i tilgangsrettigheter (hvem ga hvem tilgang til hva).
– Aksess til sensitive filer.

• Nettverkslogger: Data fra rutere, svitsjer og brannmurer. Dette inkluderer brannmurlogger
(hvem forsøkte å koble seg til og ble blokkert), DNS‑forespørsler og VPN‑tilkoblinger.

hei@komputor.no 31 www.komputor.no



Komputor IT‑driftsfaget Loggføring

Håndtering og verktøy
Det er umulig å manuelt lese logger fra hundrevis av enheter. Derfor er sentralisering og automati‑
sering av logganalyse nødvendig.

• Sentral loggserver: Logger fra alle kilder (servere, nettverk, applikasjoner) sendes automa‑
tisk til en sentral loggserver. Dette er avgjørende for effektiv analyse, spesielt ved hendelser
som påvirker flere systemer samtidig.

• SIEM‑systemer (Security Information and Event Management): Dette er spesialiserte
plattformer (f.eks. Splunk, Microsoft Sentinel) som:
1. Samler inn logger fra hele infrastrukturen.
2. Normaliserer og korrelerer dataene (finner sammenhenger mellom logger fra forskjel‑

lige kilder).
3. Bruker avanserte regler og KI for å identifiseremønstre som indikerer et angrep eller en

feil, og deretter genererer varsler.
• Loggens Integritet: Logger må beskyttes mot manipulasjon. Derfor skal logger aldri lag‑
res på samme server som genererte dem, og tilgangen til loggserveren skal være ekstremt
strengt kontrollert for å sikre at loggene er et pålitelig bevis.

Effektiv loggføring og analyse er ryggraden i proaktiv overvåking og en ikke‑forhandlingsbar del av
moderne systemsikkerhet.
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Nettverk
Nettverk utgjør den fundamentale infrastrukturen i ethvert IT‑system, og som IT‑drifter er din ho‑
vedoppgave å sikre at denne infrastrukturen er tilgjengelig, stabil, sikker og effektiv.

Konseptuelle modeller for nettverk
For åkunne feilsøkeog forstånettverkstrafikk, er det essensielt å kjenne til standardisertemodeller
som beskriver hvordan kommunikasjon fungerer.

OSI‑modellen (Open Systems Interconnection)

Dette er den syvlags konseptuelle referansemodellen som gir et felles språk for å beskrive nett‑
verkskommunikasjon, uavhengig av teknologi. Modellen er et uvurderlig feilsøkingsverktøy fordi
den lar deg isolere problemer til et spesifikt funksjonsområde (lag):

Lag Navn
Hovedfunksjon og
Protokoll‑eksempler

7 Applikasjonslaget Leverer
nettverksgrensesnitt til
sluttbruker‑applikasjoner
(HTTP, SMTP, DNS).

6 Presentasjonslaget Håndterer datakoding
(formatering) og
kryptering/dekryptering
(SSL/TLS).

5 Sesjonslaget Etablerer, administrerer og
avslutter sesjoner
(dialoger) mellom
applikasjoner.

4 Transportlaget Sikrer pålitelig eller
upålitelig dataoverføring
mellom sluttpunkter
(TCP/UDP).

3 Nettverkslaget Ansvarlig for logisk
adressering (IP) og ruting
av datapakker mellom
nettverk.

2 Datalink‑laget Håndterer feilfri overføring
av rammer over et enkelt
segment (MAC, Svitsjing).

1 Fysisk lag Definerer elektriske og
mekaniske spesifikasjoner
for overføring av rå biter
(kabling, Wi‑Fi‑signaler).
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TCP/IP‑modellen

Dette er den praktiske firelagsmodellen somnettverk faktisk er bygget på. Den samler funksjonene
fra OSI‑modellen:

• Nettverkstilgangslag (L1/L2)
• Internett‑lag (L3)
• Transportlag (L4)
• Applikasjonslag (L5‑L7)

Grunnleggende komponenter og adressering
Fysiske komponenter

• Nettverkskort (NIC): Hardware som lar en enhet koble seg til nettverket. Hver NIC har en
unik MAC‑adresse.

• Svitsj (Switch): En Layer 2‑enhet somkobler sammen enheter i et lokalt nettverk (LAN). Den
videresender datapakker (rammer) basert på MAC‑adressen.

• Ruter (Router): En Layer 3‑enhet som kobler sammen forskjellige nettverk (f.eks. ditt LAN
og internett) og videresender datapakker basert på IP‑adressen.

Adressering

• MAC‑adresse (MediaAccessControl):Den fysiskeogpermanente48‑bits adressen til NIC‑et.
Brukes for kommunikasjon kun innenfor samme LAN‑segment.

• IP‑adresse (Internet Protocol): Den logiske adressen til en enhet, nødvendig for å rute tra‑
fikk mellom nettverk.

– IPv4: Den vanligste 32‑bits adressen (f.eks. 192.168.1.1).
– IPv6: Den nyere 128‑bits standarden designet for å eliminere adresseknappheten.

Subnetting (underinndeling av nettverk)

Subnetting er prosessenmed ådele et stort nettverk imindre,mer effektive og sikre undernettverk
(subnett). Dette er en sentral disiplin i IT‑drift for nettverksplanlegging.

• Nettverksmaske (SubnetMask):Dette er verktøyet somdefinerer subnettet. Masken skiller
IP‑adressen i to deler: nettverksdelen (som er lik for alle enheter i subnettet) og vertsdelen
(som er unik for hver enhet). En typisk maske er 255.255.255.0.

• CIDR(Classless Inter‑DomainRouting):Denmodernemetoden foråanginettverksmasken.
I stedet for å skrive masken fullt ut, bruker man et suffiks som angir antall aktive biter (f.eks.
/24 i stedet for 255.255 .255.0).

• Fordeler for drift: Subnetting forbedrer ytelsen ved å redusere mengden kringkastingstra‑
fikk (trafikk sendt til alle) og forbedrer sikkerheten ved å isolere sensitive segmenter (f.eks.
servere) fra brukere.
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Nøkkelprotokoller og tjenester
Protokoller for adressering og lokal kommunikasjon

• ARP (Address Resolution Protocol): Oversetter en kjent IP‑adresse (L3) til den korrespon‑
derende MAC‑adressen (L2) i det lokale nettverket.

• VLAN (Virtual Local AreaNetwork): En teknikk som lar deg logisk segmentere et fysisk nett‑
verk på en svitsj.

Transportprotokoller (Layer 4)

• TCP(TransmissionControlProtocol):En tilkoblingsorientertogpåliteligprotokoll. Denbru‑
ker et treveis håndtrykk for å etablere tilkobling og garanterer at alle datapakker kommer
frem feilfritt.

• UDP (User Datagram Protocol): En tilkoblingsløs og upålitelig protokoll, som er raskere.
• Porter (Ports): Et nummer som identifiserer hvilken applikasjonstjeneste dataene skal til på
enheten (f.eks. 80, 443).

DNS (Domain Name System)

DNS er nettverkets “telefonkatalog” og en av de mest kritiske applikasjonstjenestene (L7). Uten
DNS kan brukere ikke nå tjenester ved navn.

• Hovedfunksjon: Oversetter domenenavn (som er lett for mennesker å huske, f.eks.
www.vg.no) til IP‑adresser (sommaskiner bruker for ruting, f.eks. 195.88.55.16).

• Hierarkisk Struktur: DNS er bygget opp hierarkisk:
1. Root‑servere (rotservere):Øverste nivået i hierarkiet.
2. TLD‑servere (Top‑Level Domain): Håndterer toppnivådomener som .no, .com eller

.org.
3. Autoritative Navneservere: Serverne som har de faktiske, definitive opplysningene

for et spesifikt domene (f.eks. serveren som eies av VG).
• DNS‑oppslag (Query):Når en klient spør om et domenenavn, skjer det et rekursivt oppslag.
Klienten spør sin lokale DNS‑server, som deretter spør seg oppover i hierarkiet til den får
svaret.

• DNS‑cache: Klienter og lokale DNS‑servere lagrer (cacher) svar i en periode (TTL – Time To
Live) for å redusere trafikk og forbedre hastigheten. Dette er viktig for driftere, da feil i DNS‑
oppføringer kan ta tid å rette hvis TTL er satt høyt.

• Record typer: Som drifter vil du jobbemed forskjellige DNS‑oppføringer:
– A Record:Mapper et domenenavn til en IPv4‑adresse.
– AAAA Record:Mapper et domenenavn til en IPv6‑adresse.
– CNAME Record: Peker et alias (f.eks. ftp.firma.no) til et annet domenenavn.
– MX Record: Angir hvilken server som håndterer e‑post for domenet (Mail Exchanger).
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DHCP (Dynamic Host Configuration Protocol)

DHCP er kanskje den viktigste nettverkstjenesten for daglig drift. Den automatiserer tildelingen av
IP‑adresser og nødvendig konfigurasjon til klienter. Prosessen er kjent som DORA:

1. Discover: Klienten starter prosessen ved å sende en kringkastingsmelding (broadcast) på
nettverket for å finne en DHCP‑server.

2. Offer: Én eller flere DHCP‑servere svarer med et tilbud om en ledig IP‑adresse og konfigura‑
sjonsdetaljer (maske, gateway, DNS‑servere).

3. Request: Klienten velger ett tilbud (typisk det første den mottok) og sender en ny kringkas‑
tingsmelding for å formelt etterspørre den tilbudte adressen.

4. Acknowledge (ACK): DHCP‑serveren sender en siste melding som formelt bekrefter (ack‑
nowledged) tildelingen, og starter leieperioden (leasetiden) for IP‑adressen.

Sikkerhet og feilsøkingsmetoder
Sikkerhet

• Brannmur (Firewall): Det primære sikkerhetsverktøyet som filtrerer trafikk basert på regler
definert av IP‑adresser, portnumre og protokoller.

• NAT (Network Address Translation): Lar enheter med private IP‑adresser dele én offentlig
IP‑adresse ut mot Internett.

• VPN (Virtual Private Network): Skaper en kryptert tunnel over et usikkert nettverk.

Se eget emne om sikkerhet.

Feilsøking

Som drifter må du kunne diagnostisere nettverksproblemer systematisk, ofte ved å bruke OSI‑
modellen for å isolere feilen:

• ping (ICMP): Tester grunnleggende tilkobling til en IP‑adresse (L3).
• tracert / traceroute: Viser hele veien (rutene) en pakke tar til destinasjonen (L3).
• ipconfig / ifconfig: Viser enhetens egen nettverkskonfigurasjon (L2 og L3).
• Wireshark: Pakkeanalysator for å lese innholdet og metadataen i nettverkstrafikken (L1‑
L7).

Se eget emne om feilsøking.
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Overvåking
Overvåking (Monitoring) er prosessen med kontinuerlig å samle inn, spore og analysere data fra
IT‑systemer, nettverk, applikasjoner og infrastruktur.

Hovedmålet er å oppdage og adressere problemer proaktivt før de fører til systemfeil eller nedetid
for brukerne. Uten effektiv overvåking, blir IT‑driften reaktiv (man fikser feil først etter at de inntref‑
fer).

Mål og grunnleggende prinsipper
Overvåking er styrt av målet om å sikre at tjenester møter avtalte krav.

Overvåking fokuserer på de fire primære ressursene, ofte kalt CELT‑prinsippet:

• CPU (Prosessor): Sjekke belastning og bruk. Høy, vedvarende CPU‑bruk er et tegn på flaske‑
halser eller feil i applikasjonslogikken.

• Error/Events (Feil/Hendelser): Sporing av feilmeldinger i logger, unormal aktivitet og sikker‑
hetshendelser.

• Load (Belastning/Minne): Overvåke minnebruk (RAM) og disktilgjengelighet. Lavt ledig min‑
ne fører til dårlig ytelse og ustabilitet.

• Traffic (Nettverkstrafikk):Målingavbåndbreddebruk, ventetid (latency)ogpakketap.Hjelper
med å identifisere nettverksflaskehalser.

Mål og terskelverdier (Thresholds)

Overvåking krever definerte terskelverdier. En terskel er en forhåndsdefinert grense som, når den
overskrides, utløser et varsel (Alert).

• Eksempel: En terskel kan settes til “Varsle hvis CPU‑bruken på databaseserveren overstiger
85% i mer enn 5 minutter.” Terskelverdiene må være realistiske og forankret i organisasjo‑
nens SLA (Service Level Agreement).

Typer overvåking
Overvåking kan deles inn i flere spesialiserte kategorier, avhengig av hva som spores.

Infrastruktur‑ og ytelsesovervåking

Dette er den tradisjonelle formen for overvåking som fokuserer på maskinvare, nettverk og opera‑
tivsystemer (OS).

• Systemhelse: Spore tilstanden til redundante komponenter (RAID, strømforsyning) og kri‑
tiske OS‑prosesser.

• Nettverk:Brukavprotokoller somSNMP (SimpleNetworkManagementProtocol) til å samle
inn data fra rutere og svitsjer om trafikk og feil på porter.

• Virtuelle miljøer: Overvåking av Hypervisor‑laget for å sikre at VM‑er har tilstrekkelig med
ressurser (CPU, RAM).
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Applikasjons‑ og tjenesteovervåking

Dette fokuserer på funksjonaliteten og ytelsen til de applikasjonene som leverer forretningsverdi.

• Syntetiske transaksjoner: Systematisk testing av en applikasjon ved å simulere en brukers
handling (f.eks. logge inn og legge til en vare i handlekurven) for å sjekke om tjenesten fun‑
gerer som den skal.

• API‑overvåking: Sjekke tilstanden og responstiden til grensesnittene (API‑ene) applikasjo‑
ner bruker for å kommunisere med hverandre.

Sikkerhetsovervåking

Dette er i stor grad basert på loggføring for å oppdage trusler.

• Overvåking av brannmurlogger for uautoriserte tilkoblingsforsøk.
• Sporemislykkede påloggingsforsøk i Active Directory for å oppdage brute‑force‑angrep eller
kompromitterte kontoer.

Verktøy og automatisering
Effektiv overvåking krever sentraliserte verktøy for å håndtere det store datavolumet.

• Overvåkingsplattformer (NMS/APM): Verktøy som Zabbix, Nagios, SolarWinds er designet
for å samle inn, visualisere og analysere data fra tusenvis av kilder. I skymiljøer brukes verk‑
tøy som Azure Monitor eller AWS CloudWatch.

• SIEM (Security Information and Event Management): Spesialiserte verktøy som samler
og korrelerer sikkerhetslogger fra hele infrastrukturen for å identifisere komplekse angreps‑
mønstre som er umulige å oppdagemanuelt.

• Varslingsrutiner (Alerting): Varsler må ha en klar prosedyre for eskalering. Hvis en kritisk
feil ikke løses innen et definert tidsrom (f.eks. 15minutter),må varselet automatisk eskaleres
til neste nivå av driftere eller vaktpersonell.

• Automatisering: I avansert drift kan overvåkingssystemet utløse automatiserte skript (f.eks.
ved hjelp av PowerShell eller Ansible) for å forsøke å løse enkle, kjente feil automatisk, for
eksempel ved å restarte en fastlåst tjeneste.

Proaktiv overvåking er et fundament for å oppfylle SLA‑kravene og sikre stabil drift.
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Personvern
Personvern handler om individets rett til å bestemme over egne personopplysninger. For en IT‑
drifter innebærer dette å sikre at IT‑systemene og prosessene følger lovkravene for innsamling,
lagring, behandling og sletting av personopplysninger.

Brudd på personvern kan føre til store bøter og alvorlig tillitstap.

Juridisk rammeverk: GDPR
Det viktigste regelverket for deg som IT‑drifter i Europa er GDPR (General Data Protection Regu‑
lation). GDPR stiller strenge krav til alle organisasjoner som behandler personopplysninger om
EU/EØS‑borgere.

Nøkkelbegreper i GDPR

• Personopplysninger: Enhver informasjon somkan knyttes til en identifisert eller identifiser‑
bar fysisk person (f.eks. navn, adresse, e‑post, IP‑adresse, fingeravtrykk, lokasjonsdata).

• Behandling: Omfatter alt man gjør med personopplysninger, fra innsamling, lagring, end‑
ring, deling, til sletting.

• Behandlingsansvarlig:Organisasjonen som bestemmer formålet med behandlingen (f.eks.
bedriften du jobber for).

• Databehandler:Organisasjonen som behandler data på vegne av den behandlingsansvarli‑
ge (f.eks. en skyleverandør somMicrosoft Azure).

Driftsansvar i henhold til GDPR

IT‑drifteren har direkte ansvar for å implementere tekniske tiltak (sikkerhet) som understøtter lov‑
kravene:

• Innebygd personvern (Privacy by Design): Ved utvikling eller innkjøp av nye IT‑systemer,
skal personvernhensyn være bakt inn fra start. Dette betyr for eksempel at systemet som
standard setter de mest personvernvennlige innstillingene.

• Personvern somstandard (Privacy byDefault):Klienten (brukeren) skal automatisk få høy‑
este personvernnivå uten å måtte foreta seg noe.

Tekniske kontroller og implementering
Dette er de tekniske tiltakene du som drifter må iverksette for å oppfylle personvernkravene.

Sikkerhetstiltak

• Aksesskontroll: Bruk av IAM‑systemer (f.eks. Active Directory) og prinsippet om Least Privi‑
lege (minste rettighet) for å sikre at kun de som absolutt trenger tilgang til personopplysnin‑
ger (f.eks. HR‑systemer) får det.

• Kryptering: Bruk av kryptering av data både under overføring (in transit, f.eks. via
VPN/HTTPS/TLS) og under lagring (at rest, f.eks. via krypterte disker/dataserver). Kryptering
er det mest effektive tiltaket for å ivareta fortrolighet.

• Logging og sporbarhet: Logging av all tilgang og endring av personopplysninger. Dette er
nødvendig for å kunne dokumentere og undersøke eventuelle brudd (revisjonsspor).
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Dataminimering og sletting

• Dataminimering:Kun samle inn og lagre de personopplysningene somer strengt nødvendi‑
ge for formålet.

• Sletterutiner: Etablere og implementere automatiserte rutiner for sletting av personopplys‑
ninger når de ikke lenger er nødvendige (f.eks. etter at en kundeavtale er avsluttet). Sletting
må være permanent og irreversibel.

Håndtering av brudd og rettigheter
Selv med gode systemer kan brudd inntreffe. Håndtering av brudd og individers rettigheter er et
sentralt driftsansvar.

Håndtering av avvik og databrudd

• Reaksjonstid: Ved et brudd på personopplysningssikkerheten (databrudd), har organisasjo‑
nen en plikt til å varsle Datatilsynet innen 72 timer etter å ha blitt kjent med bruddet. Dette
krever at drifteren raskt identifiserer, isolerer og dokumenterer bruddet.

• Dokumentasjon: Systematisk dokumentasjon av alle brudd, tiltak iverksatt for å stoppe det,
og tiltak for å forhindre gjentakelse.

Individuelle rettigheter

IT‑systemenemå være designet for å kunne imøtekomme enkeltindividers rettigheter:

• Innsynsrett:Evnen til å raskt gi enperson tilgang til alle personopplysninger organisasjonen
har lagret om dem.

• Retten til å bli glemt (sletterett): Muligheten til å slette all data knyttet til en person på
forespørsel (med visse lovpålagte unntak).

Godt personvern er en kontinuerlig prosess som krever at IT‑driftere er like dyktige på å forstå lov‑
verk og etikk som de er på å administrere systemer.
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Prosjektarbeid
Et prosjekt er en tidsbegrenset innsats som har sommål å skape et unikt produkt, en tjeneste eller
et resultat. I IT‑drift brukes prosjektarbeid til å innføre nye systemer, gjennomføre store endringer
(f.eks. skyløsninger) eller løse komplekse problemer som krever dedikerte ressurser.

Å mestre prosjektmetodikk er avgjørende for å levere IT‑løsninger i tide og innenfor budsjett.

Grunnleggende prosjektfaser
Et vellykket prosjekt følger en strukturert livssyklus, som IT‑drifteren er involvert i.

1. Initiering (oppstart):
• Mål: Definere prosjektets formål, omfang (scope) og forventede leveranser.
• Drifters rolle: Bidra med teknisk innsikt i hva som er realistisk å oppnå, estimere res‑
sursbehov og identifisere tekniske risikoer (f.eks. integrasjonsutfordringer).

2. Planlegging:
• Mål: Utvikle en detaljert plan for gjennomføring, inkludert tidslinjer, budsjetter, og al‑
lokering av ressurser.

• Drifters rolle: Utarbeide detaljerte tekniske spesifikasjoner, planlegge testmiljøer, de‑
finere milepæler (kritiske sjekkpunkter) og bidra til risikoanalyse (f.eks. planlegge til‑
bakeføringsstrategier).

3. Gjennomføring (utførelse):
• Mål: Utføre selve arbeidet i henhold til planen.
• Drifters rolle: Installere, konfigurere, programmere og migrere data. Dette inkluderer
også kommunikasjon av status til prosjektleder og andre interessenter.

4. Overvåking og kontroll:
• Mål: Sikre at prosjektet holder seg på sporet, overholder budsjettet og at kvaliteten er
tilfredsstillende.

• Drifters rolle:Rapportere fremdrift, identifisere avvik fra planen og håndtere endrings‑
forespørsler fra brukerne (som kan føre til Scope Creep – at omfanget utvides ukontrol‑
lert).

5. Avslutning:
• Mål: Formalisere at prosjektet er fullført, levere sluttproduktet og frigjøre ressurser.
• Drifters rolle:Overføre det nye systemet til ordinær drift (linjeorganisasjonen), fullføre
all dokumentasjon og delta i en erfaringsgjennomgang (hva gikk bra/dårlig).

Prosjektmetoder
To hovedfamilier av metoder brukes for IT‑prosjekter:

Tradisjonell (Fossefall – Waterfall)

• Kjennetegn: Sekvensiell, stegvis tilnærming. Hver fase må fullføres før man starter på den
neste (som vann som faller ned).

• Fordel:God for prosjektermed klare og statiske krav (f.eks. bytte av en spesifikkmaskinvare‑
komponent).

• Ulempe: Lite fleksibel, vanskelig å håndtere endringer sent i prosessen.
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Smidig (Agile)

• Kjennetegn: Iterativ og inkrementell tilnærming, der man leverer små deler av funksjonali‑
tet (kalt sprint) i faste intervaller. Fokuserer på rask tilpasning til endringer og tett samarbeid
med kunden. Scrum er denmest kjente smidige rammeverket.

• Fordel: Ideelt for prosjekter med usikre eller skiftende krav (f.eks. utvikling av en ny applika‑
sjon eller etablering av skytjenester).

Drifters rolle og utfordringer
IT‑drifteren har et spesielt ansvar i prosjekter – å sikre at løsningen kan driftes i fremtiden.

• Test og QA (kvalitetssikring): Driftere er ansvarlige for å sikre at systemet er ytelsestestet
(kan håndtere forventet belastning) og sikkerhetstestet før det går i produksjon.

• Tekniskgjeld:Drifteremåværeenvaktbikkjemot tekniskgjeld.Demåsi ifranårenkortsiktig
løsning (som bryter med standardene) foreslås under tidspress, da det er driften som må
betale kostnaden senere.

• Dokumentasjon: Sørge for at all nødvendig dokumentasjon (nettverkskart, SOPs, be‑
redskapsplaner) er fullstendig og oppdatert før prosjektet avsluttes, og at kunnskapen
overføres til Service Desk og vaktpersonell.

Prosjektarbeid er måten IT‑driften utvikler seg på, og drifterens stemme er essensiell for å sikre at
nye systemer er robuste og bærekraftige.
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Risikovurdering
Risikovurdering er den systematiske prosessen for å identifisere, analysere og evaluere risikoer
knyttet til organisasjonens IT‑systemer og informasjon. Målet er å forstå hvilke trusler organisasjo‑
nen står overfor, hvor sårbare systemene er, og hva konsekvensen av et brudd vil være.

Dette danner grunnlaget for å ta informerte beslutninger om hvilke sikkerhetstiltak som skal prio‑
riteres.

Definisjon av risiko
I IT‑sikkerhet er risiko definert av samspillet mellom tre faktorer:

risiko = trussel x sårbarhet x konsekvens

• Trussel (Threat): Noe som kan forårsake skade på systemet eller data (f.eks. ransomware,
ansattfeil, strømbrudd).

• Sårbarhet (Vulnerability): En svakhet i systemet eller prosedyrene som en trussel kan ut‑
nytte (f.eks. uoppdatert programvare, svake passord, manglende kryptering).

• Konsekvens (Impact): Den skaden som oppstår dersom trusselen utnytter sårbarheten
(f.eks. økonomisk tap, omdømmetap, brudd på GDPR).

Risikovurderingsprosessen
Risikovurderingen er en strukturert prosess som ofte gjennomføres periodisk (f.eks. årlig) eller når
det skjer store endringer i infrastrukturen (f.eks. migrering til skyen).

1. Etablering av omfang (Scope):
• Definere hvilke systemer, prosesser og data som skal vurderes (kalles ofte aktiva). Et
aktivum kan være en databaseserver, kundedata, eller til ogmed en kritisk forretnings‑
prosess.

2. Trussel‑ og sårbarhetsidentifikasjon:
• Trusselanalyse: Systematisk liste opp alle relevante trusler (interne, eksterne, tilsikte‑
de, utilsiktede).

• Sårbarhetsanalyse: Identifisere tekniske svakheter (f.eks. manglende patcher) og or‑
ganisatoriske svakheter (f.eks. dårlig opplæring, manglende rutiner/dokumentasjon).

3. Analyse av risiko:
• Dette er kvantifiseringen. Man vurderer sannsynligheten for at trusselen inntreffer, og
konsekvensen for organisasjonen dersom det skjer.

• Risikoen plasseres ofte på en risikomatrise (liten/stor sannsynlighet mot lav/høy kon‑
sekvens) for å visualisere hvilke risikoer som krever umiddelbar handling.

4. Evaluering og behandling av risiko (Risk Treatment):
• Sammenligne den identifiserte risikoenmed organisasjonens akseptkriterier (hva er vi
villige til å leve med?).

• Deretter velges en behandlingsstrategi:
– Redusere/Mitigere: Implementere sikkerhetstiltak (kontroller) for å senke sann‑
synligheten eller konsekvensen (f.eks. installere en brannmur, innføre MFA).

– Akseptere: Leve med risikoen fordi kostnaden for tiltaket er for høy.
– Overføre: Flytte risikoen til en tredjepart (f.eks. tegne forsikring).
– Unngå: Stanse aktiviteten som forårsaker risikoen.
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Risikovurdering i driftsrollen
Risikovurdering er ikke bare en ledelsesoppgave; IT‑driftere bidrar med kritisk informasjon og im‑
plementerer tiltakene.

• Drifters bidrag: IT‑driftere er eksperter på systemene og har derfor den beste innsikten i tek‑
niske sårbarheter (f.eks. utdatert maskinvare, EOL‑programvare som skaper teknisk gjeld).
De bidrar med realistiske tall for sannsynlighet og konsekvens.

• Kontinuerlig overvåking: Risikovurdering er ikke en engangsjobb. Drifteremå kontinuerlig
overvåke systemer for nye sårbarheter (f.eks. nye null‑dagers angrep) og dokumentere end‑
ringer i risiko.

• Implementering av kontroller:Når et kontrolltiltak velges (f.eks. krav omkryptering av sen‑
sitive data), er det IT‑drifteren som er ansvarlig for å implementere og vedlikeholde dette
tiltaket i henhold til beste praksis og risikostyringsplanen.

Gjennom risikovurdering sikrer IT‑driften at ressursene brukes der de gir størst effekt for organisa‑
sjonens sikkerhet.
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Server
En server er en datamaskin eller et dataprogram som tilbyr en tjeneste, en ressurs eller delt funk‑
sjonalitet til andre datamaskiner eller programmer, kalt klienter, over et datanettverk.

Serverne danner ryggraden i IT‑infrastrukturen og er kritiske for å sikre organisasjonens drift og
datalagring.

Funksjon og fysisk utforming
Servere er bygget med fokus på pålitelighet, ytelse og skalerbarhet, i motsetning til vanlige klient‑
PC‑er.

Serverens funksjonelle rolle

Serverens primære funksjon er å prosessere og levere data og tjenester til klienter på forespørsel.
I et klient‑tjener‑miljø venter serveren passivt på at klienter skal koble seg til og be om en ressurs.

1. Sentralisering av ressurser: Serveren sentraliserer delte ressurser som databaser, filer, og
utskrifter. Dette sikrer at alle brukere arbeider med samme, oppdaterte informasjon og for‑
enkler administrasjonen.

2. Kjøring av kritiske applikasjoner: Serveren er vertskap for programvaren som inneholder
organisasjonens forretningslogikk (f.eks. ERP‑systemer, CRM). Klientene kjører kun bruker‑
grensesnittet, mens all tung databehandling skjer på serveren.

3. Håndhevelse av policyer: Serveren, ofte i form av en domenekontroller, autentiserer bru‑
kere, sjekker tilgangsrettigheter og håndhever sikkerhets‑ og konfigurasjonspolicyer (som
passordkrav og skjermlåser) for hele nettverket.

Kort sagt: En server tjener (serverer) informasjon og funksjonalitet, og er utformet for kontinuerlig
drift (24/7) under høy belastning.

Fysisk utforming og komponenter

• Formfaktor (rack‑montert): De fleste servere er designet for å monteres i serverrack (skap)
i et kontrollert datasenter. De er slankere enn en vanlig PC og er bygget for å stable og opti‑
malisere plass.

• Feiltoleranse (redundans): For å sikre kontinuerlig drift, er servere byggetmed redundante
(doble) komponenter:

– Strømforsyning (PSU): Serveren har ofte to eller flere strømforsyninger, koblet til for‑
skjellige strømkilder. Hvis én feiler, tar den andre over umiddelbart.

– RAID (Redundant Array of Independent Disks): Disker settes opp i et RAID‑oppsett
(f.eks. RAID 1 eller RAID 5) for å speile eller fordele data. Dette sikrer at data ikke går
tapt dersom én disk feiler.

– Nettverkskort (NIC): Flere nettverkskort kan settes opp i teaming for å gi redundans i
nettverksforbindelsen.

• ProsessorogRAM:Serverprosessorer (f.eks. Intel Xeon) er bygget for åhåndteremange sam‑
tidige oppgaver. De støtter også feilrettendeminne (ECC RAM), somautomatisk oppdager og
korrigerer de vanligste typene av datakorrupsjon.
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Serverroller og tjenester
En server får sin funksjon definert av programvaren den kjører. Som drifter må du administrere de
vanligste rollene:

• Katalogtjenester (Active Directory Domain Controller): Essensielt for å administrere bru‑
kere, datamaskiner og tilgangsrettigheter (IAM) i et Windows‑domene. Hovedserveren for
autentisering.

• Webserver: Leverer nettsider og applikasjoner (f.eks. Apache, Nginx, Microsoft IIS). Plassert
i applikasjonslaget av et IT‑system.

• Databaseserver: Lagrer og henter strukturerte data for applikasjoner (f.eks. SQL Server,
MySQL). Plassert i datalaget.

• Fellesfiler/Skriver‑server: Håndterer og deler sentralisert lagring (filer) og skrivere for kli‑
enter i nettverket.

• Infrastrukturtjenester:Serverer for nettverksfunksjoner somDHCP (tildeler IP‑adresser) og
DNS (oversetter navn til IP‑adresser).

Driftsansvar og administrasjon
IT‑drifteren er ansvarlig for hele serverens livssyklus, fra oppsett til avvikling.

• Installasjon og konfigurasjon: Installere operativsystemet (Windows Server, Linux) og kon‑
figurere serverrollen. Dette inkluderer initial nettverkskonfigurasjon og tilgangsstyring.

• Kontinuerlig overvåking: Bruke overvåkingsverktøy (f.eks. Zabbix, Nagios) for å holde øye
med ytelsen (CPU, RAM‑bruk, disktilgjengelighet) og helsen (temperatur, feillogger). Målet er
å handle proaktivt før feil inntreffer.

• Patch Management: Regelmessig og systematisk installasjon av sikkerhetsoppdateringer
og feilrettinger. Dette er kritisk for å redusere teknisk gjeld og sikkerhetsrisiko.

• Sikkerhetskopiering (Backup): Sette opp daglige rutiner for sikkerhetskopiering av server‑
data og systemtilstand. Viktigst er å teste gjenopprettingen for å sikre at data kan hentes
frem ved en katastrofe.

• Sikkerhet: Implementere sikkerhetsinnstillinger som en del av Defense in Depth‑strategien,
inkludert lokal brannmur, antivirus/antimalware, og begrensning av administrative tilgan‑
ger.

Virtualiseringens innvirkning
Moderne serverdrift er dominert av virtualisering, som har endret måten servere brukes på.

• Hypervisor: Serveren kjører programvaren (Hypervisor) direkte på maskinvaren for å admi‑
nistrere mange logiske virtuelle maskiner (VM). Dette kalles Type 1 virtualisering.

• Fordeler: Virtualiseringmaksimerer utnyttelsen av dyre serverressurser, reduserer antall fy‑
siske maskiner, og forenkler oppgaver sommigrering og gjenoppretting.

Å mestre serverdrift krever dyp kunnskap om både den fysiske maskinvarens redundans og de lo‑
giske operativsystemenes konfigurasjon.
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Sikkerhet
Informasjonssikkerhet er en av demest kritiske disiplinene i IT‑driftsfaget.

Sikkerhet handler om å beskytte organisasjonens digitale eiendeler. Som IT‑drifter skal du imple‑
mentere tekniske tiltak for å sikre at systemene og dataene oppfyller kravene til:

• Fortrolighet: kun autoriserte får tilgang.
• Integritet: data er korrekt og uendret.
• Tilgjengelighet: systemene er i drift når de skal.

Sikkerhetsprinsipper og risikostyring
Sikkerhet i drift baseres på prinsipper som styrer hvordan systemer utformes og administreres.

Grunnleggende prinsipper

• LeastPrivilege (Minste rettighet):Brukereog systemer skal kunhademinimale tilgangsret‑
tighetene som er nødvendige for å utføre den spesifikke oppgaven. Dette begrenser skade‑
omfanget ved et sikkerhetsbrudd.

• Defense inDepth (Forsvar i dybden):Strategienmedåbruke flereoverlappendesikkerhets‑
lag (f.eks. nettverksbrannmur, antivirus og tofaktorautentisering) for å beskytte mot angrep.
Hvis ett lag feiler, vil det neste tre i kraft.

Risikostyringsprosessen

Risikostyring er den systematiske prosessen for å håndtere usikkerhet og ta informerte beslutnin‑
ger om hvilke sikkerhetstiltak som skal prioriteres.

1. Identifisering av aktiva: Bestemme hva sommå beskyttes (f.eks. servere, data, kunderegis‑
ter, omdømme).

2. Identifisering av trusler og sårbarheter:
• Trusler: Hva kan forårsake skade (f.eks. ransomware, insider‑angrep, strømbrudd).
• Sårbarheter: Svakheter i systemet som en trussel kan utnytte (f.eks. uoppdatert pro‑
gramvare, svake passord).

3. Vurdering av risiko: Analysere hvor sannsynlig det er at trusselen inntreffer, og hva konse‑
kvensen vil være. Dette uttrykkes ofte som: risiko = sannsynlighet x konsekvens.

4. Valg av kontrolltiltak (risikobehandling): Beslutte hvordan risikoen skal håndteres:
• Redusere: Implementere kontroller (f.eks. brannmur,MFA) for å senke sannsynligheten
eller konsekvensen.

• Unngå: Stoppe aktiviteten som skaper risikoen.
• Overføre: Flytte risikoen til en tredjepart (f.eks. forsikring).
• Akseptere: Godta risikoen fordi kostnaden for tiltak er for høy.
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Nettverkssikkerhet og tilgangskontroll
Nettverket er kritisk for å kontrollere flyten av data og begrense angrepsflaten.

Brannmurer og filtrering

Brannmuren er det primære forsvaret som inspiserer trafikk.

• Stateful Inspection: Brannmuren holder oversikt over alle aktive nettverksøkter for å sikre
at kun legitim returtrafikk tillates.

• Nettverkssegmentering (VLAN): Isolasjon av nettverkstrafikk i logiske enheter (VLAN) for å
hindre at et sikkerhetsbrudd i ett område sprer seg til andre (lateral bevegelse).

VPN (Virtual Private Network)

Etablerer en kryptert tunnel over et usikkert nettverk, noe som sikrer fortrolighet. Protokoller som
IPsec og SSL/TLS brukes for å kryptere dataene.

Identitets‑ og tilgangsstyring (IAM)

• Active Directory (AD) / Azure AD: Sentrale katalogtjenester for å administrere brukeridenti‑
teter og tilgangsrettigheter (autorisasjon).

• MFA (Multi‑Factor Authentication): Krav om å bruke to eller flere uavhengige bevisfaktorer
(passord + mobilkode) for å bekrefte brukerens identitet (autentisering).

• Group Policy Objects (GPO): Verktøy for sentralt å håndheve sikkerhetskonfigurasjoner
(f.eks. passordkrav, skjermlåser) på tvers av enheter.

Driftsmessige sikkerhetskontroller
Disse tiltakene er integrert i den daglige driften for å opprettholde systemenes helse, integritet og
tilgjengelighet.

Patch Management (oppdateringsstyring)

Dette er prosessen med å administrere, teste og implementere programvareoppdateringer for å
lukke sikkerhetshull (sårbarheter). Regelmessig patch‑arbeid er en av demest effektivemetodene
for å redusere risiko.

Endepunktsbeskyttelse

• Antivirus/Anti‑malware: Beskytter individuelle enheter (servere, arbeidsstasjoner) mot
kjente skadelige koder.

• EDR (Endpoint Detection and Response): Avanserte løsninger som kontinuerlig overvåker
endepunkter, analyserer adferd og gir umiddelbar respons påmistenkelig aktivitet.
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Sikkerhetskopiering og gjenoppretting

Dette er denultimate garantien for tilgjengelighet og integritet. Sikkerhetskopieringsstrategienmå
være robust nok til å motstå ransomware‑angrep og katastrofer.

3‑2‑1‑regelen: Dette er en gyllen standard innen IT‑drift for å sikre at data kan gjenopprettes etter
et større tap:

1. Ha 3 kopier av dataene (originalen + to kopier).
2. Bruk 2 forskjellige lagringsmedier (f.eks. primær disk, ekstern disk/tape) for å unngå feil som

påvirker én type medium.
3. Ha 1 kopi lagret utenfor anlegget (offsite eller i skyen) for å beskytte mot lokale katastrofer

som brann eller tyveri.

Loggføring og hendelseshåndtering

• Logging og overvåking: Kontinuerlig innsamling og analyse av logger fra nettverk og syste‑
mer er nødvendig for å oppdage uautorisert aktivitet.

• Hendelseshåndtering: En formalisert plan for hvordan IT‑avdelingen skal reagere på et sik‑
kerhetsbrudd (f.eks. isolere systemet, varsle ledelsen, utrydde trusselen og gjenopprette fra
sikkerhetskopi).
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Skytjenester
Skytjenester (Cloud Computing) er levering av IT‑tjenester (som servere, lagring, databaser, nett‑
verk, programvare, analyse og intelligens) over Internett (“skyen”) på en etterspørsel‑basert måte.

I stedet for å eie, kjøpe og administrere fysisk infrastruktur lokalt, leier man kapasitet fra en tredje‑
partsleverandør (somMicrosoft Azure eller Amazon Web Services – AWS).

De tre servicemodellene (The Cloud Stack)
Skytjenester tilbys i forskjellige lag, somdefinerer ansvarsfordelingenmellom skyleverandøren og
IT‑drifteren. Dette er et kritisk punkt for en drifter.

Servicemodellene representerer en skala der ansvaret for maskinvare, operativsystem og applika‑
sjoner flyttes fra kunden til leverandøren.

• IaaS (Infrastructure as a Service):
– Hva det er: Levering av grunnleggende IT‑infrastruktur som virtuelle maskiner (VMs),
lagring, og nettverk.

– Ansvarsdeling: Kunden (IT‑drifteren) administrerer operativsystemet, applikasjo‑
ner og data. Leverandøren administrerer den underliggende fysiske maskinvaren,
nettverket og virtualiseringen.

– Eksempel: Leie en virtuell server (VM) og selv installere Windows Server OS.
• PaaS (Platform as a Service):

– Hva det er: Tilbyr et miljø for utvikling, testing og drift av applikasjoner.
– Ansvarsdeling: Kunden administrerer kun applikasjonen og data. Leverandøren admi‑
nistrerer OS, servere, lagring og nettverk.

– Eksempel:BrukeAzure AppService til å drifte ennettside uten åbekymre seg for patch‑
ing av webserveren (IIS/Apache).

• SaaS (Software as a Service):
– Hva det er: Komplett programvareløsning levert via internett.
– Ansvarsdeling: Leverandøren administrerer alt – fra applikasjonen til maskinvaren.
– Eksempel:Microsoft 365 (Word/ExchangeOnline) eller Salesforce. Kunden bruker bare
programvaren.

Implementeringsmodeller
Skytjenester kan implementeres på ulike måter, avhengig av organisasjonens behov for kontroll,
kostnad og sikkerhet.

• Offentlig (Public Cloud): Infrastrukturen eies og drives av en tredjeparts skyleverandør og
tilbys over internett til allmennheten. Dette gir høy skalerbarhet og fleksibilitet. (Eks: AWS,
Azure, Google Cloud).

• Privat (Private Cloud): Infrastrukturen driftes eksklusivt for én organisasjon. Den kan drif‑
tes på organisasjonens egne datasenter eller av en tredjepart. Dette gir høyere kontroll og
sikkerhet for sensitive data.

• Hybrid (Hybrid Cloud): En kombinasjon av offentlig og privat sky, der IT‑ressurser deles og
flyttes mellom de to miljøene. Dette tillater organisasjonen å bruke den offentlige skyen for
skalerbarhet (f.eks. nettsider) ogdenprivate skyen for kritiske eller sensitive data (f.eks. data‑
baseservere).
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Konsekvenser for IT‑drift
Overgangen til skyen endrer IT‑drifterens rolle fra å være en maskinvareadministrator til å bli en
tjenesteadministrator.

Aspekt Fordeler for IT‑drift Ulemper/Utfordringer

Økonomi (Betaling) Capex til Opex: Flytter
kostnader fra store, initielle
investeringer (Capex) til
løpende driftskostnader
(Opex), betalt per bruk
(Pay‑as‑you‑go).

Kostnadskontroll: Hvis
tjenester glemmes i drift, kan
kostnadene løpe løpsk.
Krever nøyaktig overvåking.

Skalering og fleksibilitet Elastisk skalering:
Kapasitet kan økes eller
reduseres automatisk etter
behov, noe som forhindrer
unødvendig overkapasitet.

Vendor Lock‑in: Det kan
være vanskelig og kostbart å
flytte data og applikasjoner
fra én skyleverandør til en
annen.

Sikkerhet Leverandøren tar ansvar for
sikkerheten i datasenteret
(fysisk sikkerhet, nettverk og
strøm).

Ansvarlighetsdelingen:
Driftere må tydelig forstå
hvem som har ansvar for hva
(Shared Responsibility
Model), spesielt i IaaS.
Feilkonfigurering av tilgang
er kundens ansvar.

Fokus Driftere frigjøres fra
rutineoppgaver som
maskinvarevedlikehold, og
kan fokusere på
automatisering, arkitektur
og sikkerhet (mer strategiske
oppgaver).

Kompetansebehov: Krever
ny kompetanse innen
skyspesifikke verktøy (f.eks.
Azure PowerShell,
Infrastructure as Code).

Skytjenester krever at IT‑driftere omfavner automatisering og blir eksperter på software defined
infrastructure for å kunne administrere og optimalisere de virtuelle ressursene.
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Teknisk gjeld
Teknisk gjeld (Technical Debt) er etmetaforisk begrep sombeskriver de langsiktige konsekvensene
av å ta kortsiktige tekniske snarveier, enten i programvareutvikling eller i IT‑infrastruktur.

Akkurat somøkonomisk gjeld,må teknisk gjeld betales tilbake over tid, vanligvis gjennomøkt ved‑
likehold, tregere utvikling og høyere risiko.

Typer teknisk gjeld og årsaker
Teknisk gjeld deles ofte inn etter hvordan den oppstår. For en IT‑drifter er gjeld i infrastrukturen
like viktig som gjeld i kode.

Bevisst gjeld (Strategic Debt)

Dette oppstår når man bevisst velger en kortsiktig løsning for å oppnå et umiddelbart forretnings‑
mål, men vet at det vil kreve omstrukturering senere.

• Årsak: Ønske om rask “time‑to‑market” (rask utrulling), eller å levere en proof‑of‑concept
for å sikre finansiering.

• Eksempel i drift:Man setter opp enmidlertidig, utdatertWindows‑server for å støtte et gam‑
melt, forretningskritisk program, vel vitende om at serveren bryter med sikkerhetsstandar‑
der og må erstattes innen seks måneder.

Ubevisst gjeld (Accidental Debt)

Dette oppstår på grunn av manglende forståelse, dårlig planlegging, eller mangel på tid/ressurser.
Dette er den vanligste og mest problematiske formen for gjeld.

• Årsak: Utilstrekkelig dokumentasjon, manglende kompetanse, eller at man ikke har fulgt
beste praksis.

• Eksempel i drift: Dårlig Patch Management (ustrukturerte oppdateringer) over tid, kaotisk
nettverkskabling utenmerking (dårlig dokumentasjon), eller atman lar gamle, utdaterte sys‑
temer som Windows Server 2008 fortsette i drift lenge etter at leverandøren har avsluttet
support (End‑of‑Life).

Konsekvenser for IT‑drift
Teknisk gjeld påvirker direkte tre sentrale områder i IT‑driftsfaget.

Økte kostnader og redusert effektivitet

Den største konsekvensen av teknisk gjeld er at den sniker seg inn i driftskostnadene og reduserer
produktiviteten.

• Økt feilsøkingstid: Komplekse, udokumenterte og ustabile systemer krever mye lenger tid
for feilsøking. Du bruker tid på å forstå hvordan et system er satt opp, i stedet for å løse pro‑
blemet.

• Vedlikeholdsprosjekt: Mye av driften går med til å fikse problemer som skyldes dårlig de‑
sign, fremfor å jobbemed proaktive eller utviklingsorienterte oppgaver.

• Systemstans (nedetid): Gamle systemer har ofte ukjente sårbarheter og feil som fører til
hyppigere og mer alvorlig nedetid.
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Sikkerhetsrisiko

Ubetalt teknisk gjeld er en stor kilde til sikkerhetsproblemer.

• Sårbarhetseksponering: Utstyr og programvare som har nådd End‑of‑Life (EOL), og som
ikke lengermottar sikkerhetsoppdateringer fra leverandøren, blir et åpentmål for angripere.

• Kompleksitet: Systemer som er satt sammen av mange lag med ad‑hoc‑løsninger er vans‑
kelige å overvåke og sikre helhetlig.

Begrenset endringsevne

Gjeld gjør det vanskelig og dyrt å innføre nye, moderne teknologier.

• Låsing (Vendor Lock‑in):Man blir “låst” til gammel maskinvare eller leverandører fordi det
er for kostbart å migrere de gamle systemene.

• Inkompatibilitet: Nye, sikrere systemer kan ikke implementeres fordi de er inkompatible
med den gamle, gjeldsbelagte infrastrukturen.

Håndtering og tilbakebetaling av gjeld
En IT‑drifter må kontinuerlig identifisere, kvantifisere og jobbemed å betale ned teknisk gjeld.

Kontinuerlig kartlegging

• Inventar og status: Føre et nøyaktig inventar over all maskinvare og programvare. Identifi‑
sere og markere alle komponenter som er EOL eller EoS (End‑of‑Support).

• Risikovurdering: Vurdere gjelden ut fra risiko: Hvor kritisk er systemet for virksomheten, og
hvor stor er sannsynligheten for feil/angrep?

Driftsstrategier

• Invester i dokumentasjon:Bedredokumentasjon er det første skrittetmot åbetale nedgjel‑
den. Dokumentere alle “hurtigfikser” slik at neste drifter kan forstå dem.

• Standardisering: Erstatte ad‑hoc‑løsninger med standardiserte konfigurasjoner og maler
(f.eks. ved bruk av virtualisering og automatisering).

• Dedikert tid: Sette av dedikert tid i driften til å migrere EOL‑systemer, rydde i kabling og
oppdatere dokumentasjon.

Kommunikasjonmed ledelsen

Driftere må klare å kvantifisere gjelden i forretningsmessige termer. Forklar at “vi må bruke 100
timer på å migrere denne serveren” for å unngå en “50% sjanse for 500 000 kr i tapt omsetning”
neste år. Dette hjelper ledelsen med å prioritere teknisk gjeld over nye funksjoner.

Å forstå og håndtere teknisk gjeld er avgjørende for å opprettholde en sunn, kostnadseffektiv og
sikker IT‑infrastruktur.
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Tidsstyring og planlegging
Tidsstyring og planlegging i IT‑drift handler om å allokere tid og ressurser systematisk for å ba‑
lansere mellom proaktivt arbeid (forebyggende vedlikehold, oppgraderinger, dokumentasjon) og
reaktivt arbeid (feilsøking og brukerstøtte).

En god plan reduserer stress, minimerer nedetid, og sikrer at kritiske oppgaver blir prioritert.

Balansenmellom proaktiv og reaktiv drift
Effektiv tidsstyring handler om å redusere reaktiv tid gjennom økt proaktiv innsats.

Arbeidstype Kjennetegn IT‑eksempler Strategisk mål

Proaktivt (planlagt) Kontrollert,
forutsigbart,
forebyggende.
Utføres etter en plan.

Patch Management,
utarbeide ny
dokumentasjon,
risikovurdering,
planlagte
migreringer.

Forhindre feil,
redusere teknisk
gjeld, øke
systemstabilitet.

Reaktivt (uplanlagt) Ukontrollert, akutt,
uforutsigbart. Svar
på en feil eller
brukerforespørsel.

Feilsøking etter
systemstans,
gjenoppretting fra
sikkerhetskopi,
Brukerstøtte (Service
Desk).

Løse feil raskt,
gjenopprette normal
drift.

Målet med god tidsstyring er å frigjøremer tid til proaktivt arbeid. Dette oppnås gjennom automa‑
tisering av rutineoppgaver og effektiv overvåking som gir tidlige varsler.

Prioritering og beslutningsverktøy
Fordi det alltid er flere oppgaver enn tilgjengelig tid, er effektiv prioritering avgjørende.

Eisenhower‑matrisen (også kalt Urgent/ImportantMatrix) er et ofte brukt rammeverk for å bestem‑
me hvilke oppgaver som skal adresseres først, og skiller mellom hast og viktighet:

1. Viktig og hastende (gjør nå): Kritiske problemer som krever umiddelbar oppmerksomhet.
• Eksempel: Systemstans, sikkerhetsbrudd (server nede, ransomware‑angrep).

2. Viktig,men ikke hastende (planlegg):Oppgaver sombidrar til langsiktigemål og stabilitet.
Dette er det proaktive arbeidet.

• Eksempel: Dokumentasjonsarbeid, strategisk oppgradering, kompetanseutvikling.
3. Ikke viktig,menhastende (deleger):Distraksjoner somoftehaster for andre,men som ikke

bidrar til driftsmålene.
• Eksempel: Noen typer rutinemessige brukerforespørsler eller administrative oppgaver
som kan håndteres av Nivå 1 support.

4. Ikke viktig, ikke hastende (eliminer): Oppgaver som bør unngås.
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Planleggingsmekanismer og verktøy
Planlegging i IT‑drift er tett knyttet til bruken av spesialiserte systemer.

Endringsstyring (Change Management)

Endringsstyring er den mest formelle planleggingsmekanismen i driften. Ingen større endring i IT‑
miljøet skal skje uten en formalisert, planlagt prosess.

• Mål: Redusere risikoen for feil forårsaket av endringer.
• Prosessen: Endringer må logges, risikovurderes (risiko = trussel x sårbarhet x

konsekvens), godkjennes av en Change Advisory Board (CAB) og planlegges i et vedlike‑
holdsvindu.

• Tidsstyring: Tidsstyring sikrer at endringen ikke bare er planlagt i tid (dato og klokkeslett),
men at det er satt av tid for tilbakeføring (rollback) dersom endringen feiler.

Ticket‑systemer (Service Desk)

Ticket‑systemet (f.eks. Jira, ServiceNow) er det primære verktøyet for å styre tid og oppgaver i reak‑
tivdrift. *SLA‑styrtplanlegging:Allehenvendelser tildeles enprioritet basert på systemets kritika‑
litet og avtalt SLA. Tidsstyring skjer automatisk ved at systemet varsler drifteren når responstiden
nærmer seg utløp. *Workload Management: Systemet brukes til å distribuere oppgaver (tickets)
jevnt mellom driftere og sikre at ingen flaskehalser oppstår.

Dokumentasjon og kunnskapsdeling

Tid brukt på dokumentasjon er en investering som sparer tid senere.

• Runbooks/SOPs:Oppdaterte standardoperasjonelleprosedyrer (SOPs) sikreratalledriftere
løser et kjent problem på samme, raske måte, uten å måtte starte feilsøking fra bunnen av.

Effektiv tidsstyring er altså en kombinasjon av personlige prioriteringsevner og systematisk bruk
av organisasjonens prosesser og verktøy.
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Veiledning
Veiledning handler om å hjelpe brukere med å mestre IT‑verktøy og systemer. I IT‑driftsfaget er
veiledning målrettet, praktisk hjelp gitt til enkeltpersoner eller små grupper for å løse spesifikke
oppgaver eller forbedre teknisk forståelse.

God veiledning øker brukerkompetansen, reduserer antall supporthenvendelser, og øker den ge‑
nerelle produktiviteten i organisasjonen.

Målet med veiledning
Veiledning har flere kritiske mål som direkte påvirker IT‑driften:

• Selvhjelp (Self‑Service): Det ultimate målet er å gjøre brukeren i stand til å løse enkle pro‑
blemer selv (f.eks. gjenopprette et passord, finne en fil på nettverket). Dette reduserer ar‑
beidsmengden på Service Desk.

• Mestring og redusert friksjon:Hjelpe brukerenmedåmestre nye systemer eller funksjoner,
noe som reduserer frustrasjon ogmotstandmot endring.

• Standardisering: Sikre at brukere utfører oppgaver på den riktige og standardiserte måten
(f.eks. riktig lagring av sensitive dokumenter).

Metoder og teknikker for veiledning
Veiledning i IT‑drift krever ofte en kombinasjon av personlig interaksjon og skriftlig materiell.

1. “Show, Don’t Just Tell” (vis, ikke bare fortell): Dette er den mest effektive metoden i IT‑
veiledning. I stedet for å bare forklare stegene, viser drifteren brukeren hvordan oppgaven
utføres på skjermen (f.eks. via skjermdeling eller fysisk demonstrasjon). Dette sikrer at bru‑
keren ser den nøyaktige prosessen.

2. Trinnvis dokumentasjon (Step‑by‑Step Guides): Utarbeide klare, konsise instruksjons‑
guider for vanlige oppgaver. Denne dokumentasjonen kan publiseres i en kunnskapsdata‑
base (Knowledge Base) som er tilgjengelig for alle ansatte. Slik dokumentasjon må være
lettlest og fri for fagsjargong.

3. Mentoring:Veiledning gitt av en erfaren kollega eller IT‑drifter til enny ansatt eller en kollega
med et spesifikt kompetansebehov. Dette er ofte en én‑til‑én prosess som strekker seg over
tid.

4. “Just‑in‑Time”veiledning:Hjelp somtilbys akkurat idet brukeren trengerdet, for eksempel
en kort video eller en pop‑up guide inne i applikasjonen som forklarer en spesifikk funksjon.
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Veiledningens rolle i IT‑driften
Veiledning er proaktivt arbeid som reduserer reaktivt arbeid (feilsøking).

• Redusert henvendelsesvolum: God veiledning i bruk av MFA (Multi‑Factor Authentication)
eller passordgjenoppretting kan eliminere hundrevis av repeterende supporthenvendelser.
Dette frigjør tid for Service Desk‑personell til å fokusere på mer komplekse problemer (Nivå
2‑oppgaver).

• Forbedret sikkerhet: Veiledning er essensielt for sikkerhetsbevissthet. Driftere veileder bru‑
kere i:

– Identifisering av phishing‑forsøk.
– Riktig lagring av sensitive data på krypterte, sikre servere i stedet for lokale disker.
– Regler for bruk av utstyr utenfor kontoret (VPN‑bruk).

• Kommunikasjonsferdigheter: Veiledning tester og utvikler IT‑drifterens kommunikasjons‑
ferdigheter. Evnen til å forenkle kompleks teknologi og overføre kunnskap til en ikke‑teknisk
person er en kjernekompetanse.

Gjennom effektiv veiledning flyttes fokus fra å fikse feil til å forebygge at de oppstår.
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